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Abstract of the contribution: This contribution updates the per node-level tunnel to per node-level per DN tunnel to support overlapping addresses of different DNs.
Introduction
Solution 4.11 in TR23.799 proposes a per node-level tunnel, by which the PDU session traffic is identified with UE IP address when the PDU type is IP. How to support overlapping PDU addresses of multiple DNs is FFS.
This contribution proposes to differ the tunnel per DN to support overlapping PDU addresses, and then remove the following editor’s note:
Editor's note: How to avoid overlapping PDU addresses of the UE(s) is FFS.
Proposal
It is proposed to update solution 4.11 based on the discussion above as below.
**** First Change ****
[bookmark: _Toc456978511]6.4.11	Solution 4.11:  UP protocol model – Per Node-level tunnel
6.4.11.1	Architecture description
This solution addresses the “UP protocol model” of the SM_WT_#1 SM Model.
In this option there is a common tunnel for all traffic of one DN between each pair of NFs e.g. between a RAN node and a UP function in the CN or between two UP functions in the CN. 
This solution has the following additional properties:
- 	There is no identification of the PDU Session within the outer IP header or the encapsulation header. Instead the endpoint needs to use information in the end-user PDU to identify the session, e.g. the UE IP address in case of PDU type IP. 
-	For each DN, an individual tunnel should be established between each pair of NFs to distinguish the traffics of the DN from other DNs. Either out IP header or encapsulation header shall be different for different DNs. The receiving endpoint can use the outer IP header or encapsulation header to determine the DN that the packet belongs to. With this, the overlapping PDU addresses of the UE(s) in different DNs is supported.
-	For PDU type IP, the PDU session traffic is identified based on UE IP address. This requires that UE IP addresses are unique in one DN to allow unambiguous traffic identification.
-	The encapsulation header may or may not be needed, e.g. to carry an identifier for QoS purposes. 
- 	In case a node/function supports multiple IP addresses there may be a need to signal the tunnel endpoint addresses in order to direct the traffic to the right IP address of the node/function due to e.g. load balancing.
Editor’s note: It is FFS if multiple IP addresses per node/function need to be supported in certain use cases like fixed deployments.
End-user payload “layer” decoupled from the transport layer, allowing different technologies in the transport layer.
Editor’s note: It is FFS if Ethernet and non-IP PDU types can be supported using this solution and how the PDU Session can be identified in that case.
Editor’s notes: It is FFS whether Ethernet and non-IP PDU types would need to be supported for certain use cases like fixed deployments.
Editor's note: The detailed QoS mechanism is per the progress of Key Issue#3: QoS framework.
For one AN node, there may be multiple tunnels connecting to different User Plane GWs.
Editor's note: How to avoid overlapping PDU addresses of the UE(s) is FFS.
Editor’s note: The need for signaling to support mobility from one access node to another, for scenarios where UE mobility is needed, is FFS. It is FFS is this is applicable to Fixed Wireless Access deployments.
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Fig 6.4.11.1-1: One tunnel per destination

A scenario where this solution may apply is when “a fixed wireless terminal” connects to the network, e.g., a IoT UE, or a CPE UE providing fixed-network comparable bandwidth as the access service for the “last one mile”.   Such fixed wireless terminals need almost no movement or may also not be allowed (e.g., per-subscription) to move.
[image: ]
Figure 6.4.11.1-2: Scenario with fixed wireless and mobile terminals.
The fixed-UE scenarios are characterized by the large number of connections (e.g., IOT case) and the heavy UP traffics (e.g., CPE case). To simplify the tunnel, an “aggregated” node-level tunnel between the NextGen Access node and the UP Functions could be used.
6.4.11.2	Function description
Editor's note: This clause will contain function descriptions and the interactions among the network functions.
6.4.11.3	Solution evaluation
Editor's note: This clause will contain evaluation on the system impacts, e.g., UE, access network and non-access network.



**** End of Changes ****
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