
[bookmark: OLE_LINK4][bookmark: OLE_LINK3][bookmark: OLE_LINK2]SA WG2 Meeting #116-BIS	S2-164450
29 Aug – 2 Sep 2016, Sanya, CN	(revision of S2-16xxxx)
 
Source:	ZTE, CATR
Title:	Session bitrate enforcement in UPGW
Document for:	Approval
Agenda Item:	6.10.4
Work Item / Release:	FS_NextGen / Rel-14
Abstract of the contribution: This contribution proposes that the session bitrate enforcement is performed at UP-GW.
1.	Discussion
For multiple parallel PDU sessions to one data network , as there is no “convergence point” in the core, the session based maximum bitrate control should be enforced at UP GWs. 
For Multi-homed PDU Session, there is a convergence point which is the default IP router. One option is to enforce the session based maximum bitrate control in the convergence point or in the RAN. However for home routed case if the convergence point is at the VPLMN, the home operator is not able to perform the session based QoS enforcement. 
Another other option is to enforce the session based maximum bitrate control always in the UP-GWs. In this option the real maximum bitrate could be larger than the allowed session based maximum bitrate because the traffic may come from/to multiple UP-GWs. However consider the following reasons:
1) The RAN can still perform maximum UE bitrate control as today. This garrentees that the maximum bitrate of the UE shall not exceed the allowed maximum UE bitrate.
2) In case of home routed scenario, the UP-GWs are in different operators. So from operator/UP-GW point of view, the session based maximum bitrate is still under control.
3) In case of local breakout or non roaming scenario, from the UP-GW point of view, the session based maximum bitrate is still under control.

Based on that we think to enforce the session based maximum bitrate control always in the UP-GWs is a better option.
2	Proposal
It is proposed to agree the following text in the TR23.799.

/******************** Start of Changes ***************/
[bookmark: _Toc456901481][bookmark: _Toc456903229][bookmark: _Toc456903806][bookmark: _Toc458112562]6.4.4	Solution 4.4: Session Management model for multiple parallel PDU Sessions and for multi-homed PDU Session
This solution addresses WT#1 (SM model) and WT#2 (relation between SM and MM).
[bookmark: _Toc456901482][bookmark: _Toc456903230][bookmark: _Toc456903807][bookmark: _Toc458112563]6.4.4.1	Architecture description
This clause describes a session management model focusing on the following two cases:
-	Multiple parallel PDU Sessions of IPv4, IPv6, IPv4/IPv6 (if this type is supported in NextGen) or non-IP type;
-	Multi-homed PDU Session using IPv6.


Figure 6.4.4.1-1: Session management model with multiple parallel PDU Sessions
The proposed solution assumes the following session management model principles:
-	A PDU Session establishment and release is performed using NG1 signalling as in solution 4.2 and 4.3.
-	A PDU Session is identified with a Data Network Name (DNN).
Editor's note: It is FFS whether the DNN is identical to the APN.
-	CP functions in the NextGen core configure the user plane path for the PDU Session.
-	The user plane path in the NextGen core consists of user plane gateways (UP-GWs). The number of UP-GWs for a PDU Session is not imposed by the specification.
-	For UE with multiple PDU sessions there is no need for mandatory “convergence point” similar to the SGW. In other words, going out of the RAN the user plane paths of PDU Sessions belonging to the same UE may be completely disjoint. This also implies that for idle mode UEs (if NextGen_Idle state is supported) there can be a distinct buffering node per PDU Session. Each UP-GW(anchor) of the multiple PDU sessions enforces the same session based maximum bitrate control. The RAN enforces maximum UE bitrate control. This applies to both local breakout case and home routed case.
-	A user plane path is materialised as a tunnel. There is one tunnel per PDU Session on each reference point. The tunnel carries all traffic of a PDU Session, regardless of the QoS requirements of individual traffic flows. The tunnel encapsulation header needs to be able to carry per-packet QoS markings and possibly other information.
-	The network may decide to reconfigure the user plane path of a PDU Session outside of any UE mobility event.
-	Multiple PDU Sessions to the same Data Network are supported as described in Solution 4.3 (clause 6.4.3) or by using a multi-homed PDU Session described below.
-	When IPv6 is used a PDU Session may be associated with one or multiple IPv6 prefixes. The latter case is referred to as multi-homed PDU Session and is described in Figure 6.4.4.1-2 and Figure 6.4.x4.1-3. In this case the PDU Session provides access to the Data Network via two separate IP anchors. The two user plane paths leading to the IP anchors branch out of a common UP-GW that is configured with a common “default IP router” functionality as defined in IETF RFC 7157 “IPv6 Multihoming without Network Address Translation”. The “default IP router” functionality can also be collocated with the RAN. The multi-homed PDU Session may be used to support make-before-break service continuity as described in Solution 6.1 (SSC mode 3 in clause 6.6.1) or cases where UE needs to access both a local service (e.g. Mobile Edge Computing server) and the Internet. These two cases are illustrated in Figure 6.4.x4.1-2 and Figure 6.4.x4.1-3, respectively. Each UP-GW of the multi-homed PDU session enforces the same session based maximum bitrate control. The RAN enforces maximum UE bitrate control. This applies to both local breakout case and home routed case.
NOTE:	The multi-homed PDU Session applies only to PDU Sessions of IPv6 type.
Editor's note: It is FFS whether the “default IP router” functionality is a logical function that can be located in the RAN. 


Figure 6.4.4.1-2: Multi-homed PDU Session using IPv6: service continuity case


Figure 6.4.4.1-3: Multi-homed PDU Session using IPv6: access to local DN
[bookmark: _Toc456901483][bookmark: _Toc456903231][bookmark: _Toc456903808][bookmark: _Toc458112564]6.4.4.2	Function description 
[bookmark: _Toc456901484][bookmark: _Toc456903232][bookmark: _Toc456903809][bookmark: _Toc458112565]6.4.4.3	Solution evaluation 
Editor's note: This clause will contain evaluation on the system impacts, e.g., UE, access network and non-access network.


/******************** End of Changes ***************/
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