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Abstract of the contribution: It is proposed a new key issue on Resilience Mechanisms
Introduction
TELCO wireline and mobile networks are at present time facing to new challenges in term of robustness.

This situation is imputable to several causes: huge increase of users/traffic/applications, acceleration of changes due to market constraints, complexity of architectures, coexistence of various generations of technology, extension of geographic footprint, mutual network interdependence, and also massive or unexpected challenges and societal events (e.g. flash crowd, DoS attacks). 

In complement, IP-based infrastructures appear to be less stable then legacy TDM-based telephony networks, because of the intrinsically pervasive, versatile and unstable nature of the IP paradigm.

As a consequence TELCOs have endured, during the past decade, several major outages.

Complex phenomena of disaster amplification are now a common place:

· snowball and domino effects where the congestion of one node results in overload of others, and progressively leads to global service failure

· impatience and massive user re-registering, protocol repetitions or buffer bloat effects

· oscillation phases of the whole network
· propagation of outages from one network to another (via NNI, or from one CN to another e.g. EPC to 2G/3G)
As stated in the ENISA 2012 report, half of the major communication outages reported by EU Member States to ENISA under Article 13a were mobile network outages. Sometimes mobile network outages can last several days. For example, in 2012 a fire affected a telecom infrastructure in the Netherlands and a large number of customers across the country were unable to use the mobile network for several days. The outage had a severe impact across a densely populated urban area, vital to the economy.
Accordingly, TELCOS should reconsider the traditional techniques of robustness based on normal-failback high-availability and over dimensioning, also focusing on dynamic node discovery, early discovery of failure, smart overload management, cooperation between nodes or networks, and progressive recovery.
In the present state of art of CS and PS 2G/3G/4G networks:
· Some general principles of resilience were identified by cooperative projects (e.g. ResiliNets) like redundancy, diversity or translucency.

· Several mechanisms for resilience are described in 3GPP standards (e.g. TS 23.007), as a complement to network procedures. But it is felt that some work has to be done, from start, for 5G networks

· Various KPI on network slices have been identified by pre-5G collaborative projects (e.g. METIS)
Proposal
It is proposed to add the following Key Issue to the TR 23.799 “Study on Architecture for Next Generation System”.
* * * Start of changes * * * *

5
Key Issues

5.x
Key issue on Resilience Mechanisms
Editor's Note: This clause will identify key architectural issues and the corresponding candidate solutions during the design of the next generation system architecture.
5.x.1
Description

This Key Issue will study the impact on resilience mechanisms of the following constraints, derived from High level Architectural Requirements and other Key Issues:
1) Support of different levels of resilience for the services provided by the network

2) Support of network slicing
3) Support multiple simultaneous connections of an UE via multiple access technologies.
4) Leverage techniques (e.g. Network Function Virtualization and Software Defined Networking) to reduce total cost of ownership
Solutions for this key issue will address the following aspects (non-exhaustive list):
· Identify the requirements relevant for resilience, per slice, and per procedure, and perhaps per network function

· Express and study appropriate mechanisms (non-exhaustive list) in different resilience domains,  in order to promote and generalize their support in equipment, protocols, or slice/service profiles, for instance:

· Prevention: redundancy & diversity, dynamic discovery of functions, usage of pooling, smart load balancing (e.g. GTP v2C load control information), multi-homing

· Detection: detection of partial or total failures of resources (function, component, link), self-healing

· Performance: rate control, load control (based on internal KPI), session limitations, priority tagging of requests (e.g. Diameter Routing Message Priority),

· Coordination and translucency: status monitoring, overload watching (e.g. Diameter RFC7068), fine mapping of error codes from one reference point to another, timers (manually configured or auto-tuned similarly to RFC6298). Such coordination aspects should be considered node-to-node, end-to-end (UE to PDN), and also network to network (e.g. fail-over to alternate CN)
· Recovery : detection of recovery of peer nodes, dropping of dead sessions
· Check the relevancy of such mechanisms in the context of virtualization, and the potential impact of NFV and SDN on design. The usage of virtualization may for instance suggest additional mechanisms:

· VNF migration, 
· Dynamic awakening of substitution resources
· Dynamic integration of additional resources

* * * End of Changes * * * 
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