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Abstract of the contribution: This contribution discusses the necessity of localized eMBMS architecture for V2X.
1.
Introduction
In this contribution, the advantages of localized eMBMS architecture for latency improvement and core network capacity saving for V2X service are discussed, and we propose to study the localized eMBMS architecture in SA2 and how localized eMBMS architecture is implemented is solution specific.
2.
Discussion
2.1
Latency improvement for V2X services
In the last SA2#113 meeting, a new key issue on “Latency improvements for eMBMS for V2X Service” was agreed to further study whether the localized eMBMS architecture is useful to improve the latency for V2X Service:
-
Whether localising certain functional entities of the eMBMS architecture could help reducing the latency?

The reason the above key issue was needed is that some company argued RAN2 evaluation seems to show the latency requirement (100 ms) can be met by the existing eMBMS architecture. The following agreements were reached in the last RAN2#93 meeting:
· The latency requirements can be met for Scenario 2 for connected mode UEs assuming:

· 20ms backhaul delay and no delays related to mobility

· Short scheduling period (i.e. SR or SPS period - 1ms and 10ms) 

· For MBSFN the scheduling period set to 40ms

· The latency requirements can be met for Scenario 2 using SC-PTM for idle mode UEs assuming:

· 20ms backhaul delay and no delays related to mobility

· SR set to 1ms and 10ms 

· Scheduling period 10ms for mean and 1ms for max

Please note that RAN2 evaluation is done with some ideal assumptions which can hardly be made in the real eMBMS operation. Firstly, many other but not negligible use cases are not considered for the latency evaluation, e.g. the latency due to handover, the connection establishment latency etc. If all these use cases are considered, it is obviously existing eMBMS architecture can not fulfil the latency requirement. Secondly, the “20ms backhaul delay” in RAN2 evaluation is also too ideal to be implemented. This “20ms backhaul delay” is referred to TR 36.932 but seems as a pure evaluation parameter without actual deployment consideration. This backhaul delay includes the uplink transmission latency (eNB-> SGW/PGW-> AS) and the downlink transmission latency (AS-> BM-SC-> MBMS-GW-> eNB), and the transmission latency depends on the backhaul technology as studied in TR 36.932, in which 20ms is just one ideal case.
If the localized eMBMS architecture is considered, i.e. some functions of BM-SC/MBMS-GW are localized, the V2X messages can be routed directly via a local breakout manner, such that the backhaul delay can be largely reduced. According to the RAN2 evaluation, at least about 20 ms can be saved if localized eMBMS architecture is used, which is not a negligible achievement for the total 100 ms transmission latency of V2X messages. If more backhaul technologies are considered, the backhaul latency is more than 20 ms and the advantage of localized eMBMS architecture for latency improvement is even more obvious.
Observation 1: The localized eMBMS architecture is useful for latency improvement for V2X services.
2.2
Core network capacity saving
Another benefit of localized eMBMS architecture is the capacity saving for core network. The traffic model used in RAN WG1 simulation shows that each UE transmits one 300 bytes size V2X messages followed by four 190 bytes size V2X messages with the transmission frequency of 10Hz, and there are at most 175 UEs transmitting V2X messages in each cell. All these V2X messages are going to be broadcast in the neighboring cells. Such large amount of V2X messages traversing the core network consumes a lot of transmission capacity of backhaul, while the V2X messages are almost locally relevant and not necessarily going through the core network. When using localized eMBMS architecture, the V2X messages are broadcast through the localized BM-SC/MBMS-GW, such that the core network capacity can be saved.
Observation 2: The core network capacity can be saved when localized eMBMS architecture is used.
2.3
Localized eMBMS architecture in RAN3
It is also worth to be noted that, in the last RAN3#91 meeting, the RAN2 latency evolution was also questioned by some companies, and RAN3 has discussed MBMS for V2X because the backhaul delay between the BM-SC and the eNB is non negligible when calculating the end-to-end delay, the following agreement (R3-160519) is reached to minimize the latency for V2X system: 

-  It is necessary to consider the option to move the MBMS CN functions (e.g. BM-SC, MBMS-GW) close to the eNB, or even collocated in the eNB.

Observation 3: RAN3 already agreed to study the localized eMBMS architecture in the last RAN3 meeting.
Based on the latency improvement and core network capacity analysis above, and considering the progress in RAN3, it is proposed to study the localized eMBMS architecture in SA2.
Proposal 1: It is proposed to study the localized eMBMS architecture in SA2 and how the localized eMBMS architecture is implemented is solution specific. 
3.
 Proposal
Proposal 1: It is proposed to study the localized eMBMS architecture in SA2 and how the localized eMBMS architecture is implemented is solution specific. 
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