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Abstract of the contribution: Background and motivation for the proposed study item WID “Enhanced Isolated E-UTRAN Operation for Public Safety”. 
1. Introduction

Isolated E-UTRAN Operation for Public Safety (IOPS), as specified in Rel-13, provides the ability to maintain a level of communications for public safety users, via an IOPS-capable eNB (or set of connected IOPS-capable eNBs), following the loss of backhaul communications.

The Isolated E-UTRAN mode of operation is also applicable to the formation of a Nomadic EPS deployment, i.e. a deployment of one or more standalone IOPS-capable eNBs, creating a serving radio access network without backhaul communications and also providing local IP connectivity and services to public safety users in the absence of normal EPS infrastructure availability.

The Rel-13 SA2 study concluded by recommending an approach based upon the concept of Local EPC(s). Each Local EPC would be co-located with or have local connectivity to one or more of the IOPS capable E-UTRAN nodes. 
A Rel-13 SA3 study recommended that standard 3GPP AKA procedures be used for authentication.  However, AKA should be performed between a Local HSS (contained in the Local EPC) and a USIM application dedicated exclusively for IOPS operation which would be present in IOPS enabled UEs.

2. Deferred Stage 1 Requirements
In Rel-13 two aspects of the Stage 1 requirements [1] were deferred in order to allow a basic IOPS capability to be described in Rel-13 timescales. These two deferred aspects were (1) support for limited bandwidth backhaul scenarios and (2) support for the dynamic nature of IOPS network scenarios which may involve an unpredictable combination of fixed infrastructure eNBs and deployable (nomadic) systems.

With respect to limited backhaul scenarios, the IOPS Stage 1 requires support for the following:

1. Limited bandwidth backhaul, supporting only signalling; and

2. Limited bandwidth backhaul able to support signalling and some user data; as well as

3. No backhaul (supported in Rel-13).

Only the “No backhaul” scenario was studied by SA2 in Rel-13.

An IOPS capable eNB may be part of the fixed infrastructure or it may be part of a nomadic/deployable system.  Furthermore, an IOPS capable eNB may or may not be co-located with an IOPS capable Local EPC. If we term any such entity an "IOPS capable node" (whether fixed or nomadic and whether or not co-located with a Local EPC) then we may summarise the Stage 1 requirements that an IOPS network be able to manage the potentially dynamic nature of an Isolated E-UTRAN in the form:

1. IOPS capable nodes are able to come together to form an Isolated E-UTRAN;

2. IOPS capable nodes are able to discover and join an existing Isolated E-UTRAN;

3. An Isolated E-UTRAN is able survive / self-heal without disruption to local services if an IOPS capable node leaves the Isolated E-UTRAN (even if that node contained the previously controlling Local EPC).

In Rel-13 IOPS network formation depends upon the pre-configuration of the IOPS capable eNBs with IP endpoint information relating to the MMEs of Local EPCs that may potentially be contactable after network disruption and/or the deployment of nomadic nodes.

Such knowledge of link availability and IP addressing, applicable in a disaster or major emergency scenario, will often be difficult to predict. Consider the case of a Local EPC, deployed as part of a nomadic EPS unit and communicating externally via a temporary satellite or microwave link, the IP endpoint information will probably not even be available for pre-configuration in the eNB of that unit, but more importantly it won’t be known by other IOPS enabled eNBs in the locality with which the intention is to form an IOPS network.  Similar, problems may apply following severe disruption to a fixed infrastructure E-UTRAN where temporary non-standard physical links may be deployed to inter-connect certain critical cell sites.
Thus, IOPS network formation relying upon pre-configuration of IP addresses lacks the flexibility to respond to emergency and disaster scenarios.
3. Possible Approaches to the Deferred Requirements
3.1 Limited Backhaul Scenarios
Compared with the no backhaul scenario the major advantage of this scenario, by definition, is obviously the ability to support a signalling connection using the limited bandwidth backhaul.  For the purposes of the following discussion we will assume that the limited bandwidth available will be sufficient to support the S1-MME interface at least for public safety users. Furthermore, we will assume that the only 3GPP interface affected by the network restriction/disruption is S1.
As a result of the assumed ability to support S1-MME between the eNB and MME we can assume that standard 3GPP authentication procedures, involving the operator’s normal HSS in the core network, may be employed.  Thus, compared with the no backhaul case in the limited backhaul scenario there will not be a need to involve a local HSS, a local subscription database or an IOPS dedicated USIM application in the UE. 

Assuming that the primary affect of the network disruption/restriction is the loss of, or bandwidth restriction upon, S1-U then we need to look at ways of providing a substitute for the normal user plane path from the eNB through the S-GW and PDN-GW. A 3GPP feature offering this possibility is the Selected IP Traffic Offload (SIPTO) feature.  More specifically, the SIPTO at the Local Network feature is applicable to the limited backhaul scenario being considered.
The SIPTO at the Local Network feature [2][3] enables an IP capable UE connected via a eNB to access a defined IP network (e.g. the Internet) without the user plane traversing the mobile operator's network. However, as specified in the latest 3GPP release, the SIPTO at the Local Network feature has a number of restrictions that may limit its suitability for supporting public safety users.

Two architecture variants of the SIPTO at the Local Network feature have been specified:

1. With a Local Gateway (L-GW) function collocated with the eNB; or

2. With stand-alone GWs (with S-GW and L-GW collocated) residing in the Local Network.

In both cases the selected IP traffic is offloaded via the Local Network. However, in variant (1) above the S-GW is located in the core network (but may be selected to be topologically closest to the UE’s point of attachment).  Thus, in the case of the architecture variant with the L-GW collocated with the eNB, (1) above, the user’s u-plane traffic must cross the E-UTRAN to Core Network boundary twice, i.e. both S1-U and S5 cross this boundary.  Therefore, SIPTO at the Local Network using the architecture variant with the L-GW collocated with the eNB would add to the problem being addressed rather than help.
In addition to the inappropriateness of the “L-GW collocated with the eNB” SIPTO architecture variant because both S1-U and S5 cross the E-UTRAN/CN boundary, the following limitations also apply to SIPTO at the Local Network:

1. No interface between L-GW and the PCRF;

2. No support for dedicated bearers;

3. No support for APN specific connectivity at the L-GW;

4. No support for IP data session continuity when the L-GW is collocated with the eNB.
Despite these limitations, SIPTO at the Local Network would still appear to be an appropriate technique to address the limited backhaul scenario for IOPS networks. Therefore, it is proposed that SA2 study in greater detail the appropriateness of SIPTO at the Local Network and whether these or any other identified limitations would be detrimental to supporting public safety users in a limited backhaul scenario.  If any limitations are deemed to be significant then the study should proceed to identify appropriate means of resolution.
3.2 Dynamic Network Establishment and Re-organisation
The requirement for dynamic IOPS network establishment most obviously applies to the no backhaul scenario.  As described above the primary requirement is to enable eNBs to discover one or more IP reachable Local EPCs that would permit the establishment of a local area Isolated E-UTRAN.
In addition to the initial “discovery” problem the following functions would also be required in order to support dynamic network establishment and re-organisation:
1. Selection /negotiation of an active Local EPC.  This function could be driven from the eNB in which case this would be a selection function.

2. However, there might be benefits in allowing Local EPCs (MMEs) to negotiate the choice of local EPC to be active, for example in the following scenarios:
a. Incomplete cross-connectivity between candidate eNBs and Local EPCs in a local area;

b. IP connectivity in a local area is extended enabling two previously separate IOPS networks to potentially merge to form a larger coverage area;

c. The currently active Local EPC is about to be taken off-line because the associated eNB is about to return to normal operation, but other eNBs in the local network will not be able to re-establish communication with normal Macro EPC.

Firstly, we will consider the “discovery” problem.  In the starting state when an IOPS enabled eNB needs to discover the IP address of a Local EPC to which it might connect there is no SCTP connection between the two IP endpoints, let alone there being an established S1-AP connection.

The possible techniques that might be used to address this initial discovery problem include:

1. the specification of a new discovery procedure, necessarily separate from S1-AP, using multicast addressing;

2. a DNS procedure similar to the S-NAPTR procedure used by MMEs to discover S-GW an PDN-GW nodes [4].
As can be seen from the above short discussion, dynamic IOPS network discovery, formation and re-organisation cannot be regarded as simply an extension of S1-MME/S1-AP procedures.  Therefore, it is proposed that SA2 study the architecture issues surrounding this problem and make recommendations as to the best architecture solution(s) to follow.
4. Recommendation
In the light of the above discussion it is recommended that SA2 approve the study item proposal [5] submitted to this meeting.
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