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Abstract of the contribution: This paper analysed the UE-Nw Relay Downlink PPPP issue, and proposed the conclusion for the matter.
1.
Discussion

In SA2#111, the unicast UE-to-Network Relay downlink PPPP setting issue was discussed with proposals in S2-153207 and S2-153245. It was concluded that no further development in Release 13 is need for this matter. 
However, S2-154044 is proposing again the same solution for the issue. In the following sections, some analysis of the solution is provided, and it is proposed to note the conclusion of the matter in the meeting minutes to avoid repeating discussions in the future. 
2. Analysis of the use case and issues
The use case for consideration is as following:

- 
Multiple Remote UE are receiving downlink traffic that are mapping to the same QCI, e.g. 65. However, this traffic sent down over the Uu link to the UE-to-Network Relay exceeds the capacity of the PC5 link. Therefore, Relay may need to drop some packets.  
The argument had been that some traffic within the QCI=65 bearer is more important than the others, and therefore should be given a higher priority when dropping happens. 

First of all, this type of finer grain per flow priority control is not even supported in the LTE/EPS system. When the downlink traffic is mapped to a bearer, it would be handled with the corresponding QCI characteristics. There is no further differentiation within the same bearer. Therefore, to introduce this additional flow based handling over PC5 may not provide any help since the upstream EPS bearer does not support it.

Also the allocation and retention priority is determined by ARP corresponding to the bearer as a whole usually assigned by the subscription profile. 

Also, the notion of there is unimportant traffic within the mission critical bearer with QCI=65 is questionable. When the traffic is classified into the bearer, it should be treated with the associated priority corresponding to QCI. Even if the user is talking something less important, e.g. "let's go for lunch", it is not for the transport system to judge the priority.  

In addition, the remote UE decided priority is very subjective and cannot be used for inter-UE priority handling. For example, a policy commissioner may decide that the session with a captain is much lower priority than that with the governor or the president. However, a police officer might take the communication with the captain as the highest priority. Therefore, when the congestion happens, the more appropriate way to handle the priority is based on UE/user identity instead of based on application priority.      

Observation 1: The flow based priority differentiation within a single EPS and Radio bearer is not supported in LTE system, and the application based priority decision is also not suitable for congestion management.
Even if the group decides to address the potential congestion issue, as already discussed in SA2#111 and analysed in S2-153245, the fundamental problem to be resolved is the mismatch of Uu and PC5 link capacities. Due to the different lower layer technologies used, PC5 does not provide feedback on the transmission. Therefore, as discussed, the only way forward is to exercise the admission control at eNB to avoid overcommitting over the Uu with the existing admission control at eNB for the GBR (QCI=65) bearers based on their corresponding ARP. 
With this, when the Relay is only handling unicast downlink traffic, the congestion problem can be avoided.
Observation 2: When there is only unicast downlink traffic, the problem can be avoided with existing eNB bearer admission control management. No additional development is needed in Release 13.
It has been further argued in S2-154044 that the Relay may be relaying eMBMS traffic, and thus the eNB may not know the additional PC5 resources required to handle the eMBMS traffic. 
With a closer look at the use case, the problem would only occur when the eMBMS traffic is configured with exactly the same priority level as the GBR (QCI=65) unicast bearers. Otherwise, the Relay can handle the traffic differentiation based on different priorities. In addition, the Relay when supporting eMBMS relaying is also informed about the QCI value for the eMBMS traffic. Therefore, even if the priorities are set the same, the Relay can also make use of the QCI value to differentiate the eMBMS and unicast traffic.

Therefore, the problem will only occur when the eMBMS traffic to be relayed is also with QCI=65, and requiring the same PPPP as the unicast traffic. 
Observation 3: The potential problem will only occur when the eMBMS traffic is having the same priority as the unicast traffic, and the Relay decided to NOT differentiate them.

If avoiding potential congestion is considered probable, it is possible that the eNB could be configured to take into consideration the eMBMS resources reserved for the QCI=65 traffic are appropriately provided in order to not cause congestion on PC5. That way, the problem can still be handled with the mechanism discussed above for unicast only traffic. 

In case the eNB is not aware of the eMBMS traffic, it is obvious that the solution introduced in S2-154044 also does not solve the problem.  

The solution in S2-154044 proposed to allow the Remote UE to indicate its desired PPPP value for the downlink traffic. Obviously, for all the UEs that are accessing services with traffic mapping to QCI=65, the traffic would be considered as important, and therefore possibly request the highest priority. 

This results in the situation that the Relay is still facing "congestion", e.g. with several Remote UEs requesting highest priority for the downlink unicast traffic, and the eMBMS traffic with the highest priority. The Relay would still need to drop some packets from on IP flows indicated as high priority by the remote UE. And, in this case, the Relay still does not have a good strategy to decide which UE's traffic to drop and there is no mechanism to police which traffic should really be prioritised amongst the different IP flows that have been reported as high priority by all Remote UEs.   
Also, considering what had been discussed above, the priority decided by the Remote UE application is not suitable for inter-UE priority handling, the S2-154044 could introduce more problems. 
Observation 4: The solution proposed in S2-154044 does not solve the potential problem.    
In addition, the solution proposed in S2-154044 requires the Relay to perform packet filtering for each of the downlink traffic in order to decide on the PPPP value to use, even without any congestion. This would greatly increase the computational load at the Relay and thus degrades its performance, reduces the battery life and reduces the number of Remote UEs that can connect to it. 

Proposal 1: To conclude that no additional mechanism is necessary to address the UE-Nw relay downlink PPPP issue. Any further enhancement should be implementation specific.
3.
Proposal

To document in the meeting minutes that the SA2 conclusion of the matter is that no additional mechanism needs to be developed to address the issue in Release 13 and delete the corresponding Editor’s Note from TS 23.303: 

Editor’s note: For downlink unicast traffic it is FFS whether for determining of ProSe Per-Packet Priority of downlink packets the Relay UE needs to use additional information.
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