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FIRST CHANGE
4
High level requirements

4.1
General requirements

It shall be possible for the PCC architecture to base decisions upon subscription information.

It shall be possible to apply policy and charging control to any kind of 3GPP IP‑CAN and any non-3GPP accesses connected via EPC complying with TS 23.402 [18]. Applicability of PCC to other IP‑CANs is not restricted. However, it shall be possible for the PCC architecture to base decisions upon the type of IP‑CAN used (e.g. GPRS, etc.).

The policy and charging control shall be possible in the roaming and local breakout scenarios defined in TS 23.401 [17] and TS 23.402 [18].

The PCC architecture shall discard packets that don't match any service data flow of the active PCC rules. It shall also be possible for the operator to define PCC rules, with wild-carded service data flow filters, to allow for the passage and charging for packets that do not match any service data flow template of any other active PCC rules.

The PCC architecture shall allow the charging control to be applied on a per service data flow and on a per application basis, independent of the policy control.

The PCC architecture shall have a binding method that allows the unique association between service data flows and their IP‑CAN bearer.

A single service data flow detection shall suffice for the purpose of both policy control and flow based charging.

A PCC rule may be predefined or dynamically provisioned at establishment and during the lifetime of an IP‑CAN session. The latter is referred to as a dynamic PCC rule.

The number of real-time PCC interactions shall be minimized although not significantly increasing the overall system reaction time. This requires optimized interfaces between the PCC nodes.

It shall be possible to take a PCC rule into service, and out of service, at a specific time of day, without any PCC interaction at that point in time.

It shall be possible to take APN-related policy information into service, and out of service, once validity conditions specified as part of the APN-related policy information are fulfilled or not fulfilled anymore, respectively, without any PCC interaction at that point in time.

PCC shall be enabled on a per PDN basis (represented by an access point and the configured range of IP addresses) at the PCEF. It shall be possible for the operator to configure the PCC architecture to perform charging control, policy control or both for a PDN access.

PCC shall support roaming users.

The PCC architecture shall allow the resolution of conflicts which would otherwise cause a subscriber’s Subscribed Guaranteed Bandwidth QoS to be exceeded.

The PCC architecture shall support topology hiding.

It should be possible to use PCC architecture for handling IMS-based emergency service.

It shall be possible with the PCC architecture, in real-time, to monitor the overall amount of resources that are consumed by a user and to control usage independently from charging mechanisms, the so-called usage monitoring control.

It shall be possible for the PCC architecture to provide application awareness even when there is no explicit service level signalling.

The PCC architecture shall support making policy decisions based on subscriber spending limits.


The PCC architecture shall support making policy decisions based on RAN user plane congestion status.
The PCC architecture shall support traffic steering control in (S)Gi-LAN.
SECOND CHANGE
4.x
Traffic Steering Control requirements
Traffic steering control allows the (S)Gi-LAN steers traffic based on the policy dynamically provisioned by PCRF.
It shall be possible with the PCC architecture to dynamically provision traffic steering policies that are used to steer traffic in (S)Gi-LAN at establishment and during the lifetime of an IP‑CAN session.

Traffic steering policy shall be able to distinguish between upstream and downstream traffic.
For application based traffic steering, support for the application detection functionality is needed in the entity that enforces the traffic steering control policies.
It shall be possible to define different traffic steering policies for a user’s traffic on a per session, application and service data flow basis.
The PCRF may provision the traffic steering control policies to PCEF, TDF or TSSF. Traffic steering can be deployed using PCEF or TDF only, using TSSF only, using a combination of TSSF and PCEF or using a combination of TSSF and TDF. When received, the PCEF, TDF and TSSF shall enforce the traffic steering control policies to the corresponding traffic.
If traffic steering policies are sent to PCEF/TDF, they can be at application identifier level and/or at service data flow filter level. 
The PCRF may provision the traffic steering policies via the St reference point to TSSF in (S)Gi-LAN. When only TSSF is used for traffic steering, the traffic steering policies sent to TSSF can be at application identifier level and/or at service data flow filter level. When a combination of TSSF and PCEF or a combination of TSSF and TDF is used, the traffic steering rules sent to TSSF can only be at service data flow filter level.
For applications with deducible service data flow descriptions, it shall be able to employ the PCEF/TDF as an uplink classifier at application identifier level and/or service data flow filter level while the classifier in (S)Gi-LAN acts as a downlink classifier at service data flow filter level only. In this case, the PCEF/TDF deduces the downlink service data flow description. The downlink service data flow description and the corresponding traffic steering related information is then communicated to the downlink classifier in the (S)Gi-LAN either via PCRF (i.e. reporting of the service data flow description via the Gx/Sd reference points and then PCRF providing the service data flow description and the traffic steering policy via the St reference point) or directly from the PCEF/TDF via implementation specific mechanisms.
