SA WG2 Temporary Document

Page 1

SA WG2 Meeting #110
S2-152213
6-10 July 2015, Dubrovnik, Croatia
(revision of S2-15xxxx)
Source:
Alcatel-Lucent, Nokia Networks
Title:
MBMS_Enh Key Issue 1 - Solution Evaluation and Conclusion
Document for:
Approval
Agenda Item:
6.8
Work Item / Release:
MBMS_Enh / Rel-13
Abstract of the contribution: This contribution examines Key Issue 1 and provides an evaluation of Solutions 1 to 4 and a conclusion for TR 23.741 (MBMS_Enh) for Key Issue 1.
DISCUSSION
When examining Solution 2 Option A and Solution 2 Option B, two important points must be noted.
1. In both options, A and B, a list of cells per SAI is passed by the MCE to the MME, allowing the MME in step 10 to use the list of ECGIs sent with the Session Start request to send the Session Start to only MCEs responsible for cells on the list. The problem with that approach is that in a distributed MCE architecture, different MCEs may be responsible for parts of the same MBSFN. If the MME sends the Session Start request to only some of those MCEs and not all MCEs that are responsible for the MBSFN, it is possible that not all cells in the MBSFN will broadcast the MBMS bearer. This can lead to extra interference because different MBMS bearers may be broadcast by the cells in the same MBSFN at the same time, thereby defeating the effectiveness of the MBSFN.

· One solution proposed in Solution 3 is that the MCE send the list of all cells on other MCEs that also belong to an SAI supported by the MCE. It must be noted that for an MCE to send that information, it must be provisioned with it. Once the MME receives such information from all MCEs, it must internally correlate sets of MCEs that support the same SAI(s). 

It is less complex to perform that correlation externally using the data that would be provisioned to the MCEs, and then simply provision it to the MME instead. Thus, any optimization in signalling reduction to the MCEs obtained by solutions 2A, 2B, and 3 can still be obtained, and does not require any change to the existing protocols. More importantly, it does not require upgrades to all MCEs and MMEs to be accomplished.

2. In option B, the ECGI list per SAI is sent from the MCE up to the BM-SC via the MME and MBMS-GW. The BM-SC is then expected to build the mapping table from ECGI list (sent by the GCS AS) from these lists of ECGIs per SAI sent up from the MCEs. The problem with this approach is that all MCEs, MMEs, MBMS-GWs, and BM-SCs must be updated before the BM-SC can build the correct mapping table.

· Assuming the ability to provide a correlation of MCEs, cells, and SAIs as noted in the sub-bullet to item (1), building a mapping table externally from cells to SAIs is also much less complex than requiring upgrades to all eNBs, MCEs, MMEs, MBMS-GWs, and BM-SCs to support the creation of such a mapping table.

Automated creation of the cell-to-SAI mapping table in the BM-SC may have some merit, and should be considered in a future release if operators indicate an interest.

++++++++++++++ FIRST CHANGE ++++++++++++++
6.2
Solution 2: ECGI list is passed between GCS AS and MBMS nodes: BM-SC, MBMS GW and MME pass an ECGI list downstream
<...>

6.2.2
Impacts on existing nodes and functionality

GCS AS:

-
If the GCS AS uses the MBMS services of multiple BM-SCs, the GCS AS must maintain a mapping from ECGI to BM-SC in order to send its requests to the correct MBMS system.

BM-SC:

-
If the GCS AS sends a list of ECGIs in the MBMS bearer request, the BM-SC must send the list of ECGIs to the MBMS-GW and be able to receive a list of ECGIs per SAI from the MBMS-GW.

-
For option B the BM-SC must be able to accept downstream Session Start message routing information identified by ECGI or SAI.

MBMS-GW:

-
If the BM-SC sends a list of ECGIs in the Session Start request, the MBMS-GW must also send the list of ECGIs per SAI to the MME.

MME:

-
The MME must be able to receive a list of ECGIs from the MCE in configuration information.

-
For option B the MME must be able to receive ECGI=>SAI mapping information and send this to the MBMS-GW in a new message.
-
If the MBMS-GW sends a list of ECGIs in the Session Start request, the MME must be able to map each ECGI to an MCE based upon the lists received from each MCEs in the M3 configuration messages.

-
If the MME receives an ECGI list from the MBMS-GW the MME must send the list of ECGIs to the MCE.

MCE:

-
The MCE must be able to send a list of ECGIs to the MME, in configuration information, identifying the cells whose MBMS resources it controls.
-
For option B the MCE must be able to send ECGI=>SAI mapping information to the MME.
6.2.3
Solution Evaluation


In a distributed MCE architecture, different MCEs may be responsible for parts of the same MBSFN. If the MME sends the Session Start request to only some of those MCEs and not all MCEs that are responsible for the MBSFN, it is possible that not all cells in the MBSFN will broadcast the MBMS bearer. This can lead to extra interference because different MBMS bearers may be broadcast by the cells in the same MBSFN at the same time, thereby defeating the effectiveness of the MBSFN. This problem affects both options A and B.
· One solution proposed (in Solution 3) is that the MCE send the list of all cells on other MCEs that also belong to an SAI supported by the MCE. It must be noted that for an MCE to send that information, it must be provisioned with it. Once the MME receives such information from all MCEs, it must internally correlate sets of MCEs that support the same SAI(s). 

It is less complex to perform that correlation externally using the data that would be provisioned to the MCEs, and then simply provision it to the MME instead. Thus, any optimization in signalling reduction to the MCEs obtained by solutions 2A, 2B, and 3 can still be obtained, and does not require any change to the existing protocols. More importantly, it does not require upgrades to all MCEs and MMEs to be accomplished.
For option B, all MCEs, MMEs, MBMS-GWs, and BM-SCs must be updated before the BM-SC can build the correct mapping table. 
· The concept of automatic provisioning of the ECGI ( SAI mapping table may have some merit, but should be considered in a future release if sufficient interest is indicated by operators.
++++++++++++++ SECOND CHANGE ++++++++++++++

6.3
Solution 3: Route MBMS Session Start using SAI derived from TAI; describe broadcast area with ECGIs

<...>

6.3.4
Solution Evaluation


First, an assumption is made that: 
“The number of Tracking Areas in a PLMN is generally not a huge number, so this pre-configuration need not be onerous.”
This assumption has not been proven, and may be incorrect, given the existing large deployed networks, e.g., China, USA.

If the TAI to SAI mapping is done in the GCS AS, this proposal requires that all GCS AS instances keep an updated version of a TAI to SAI mapping. Because a GCS AS, in particular the GCS AS component of an MCPTT Server, may have direct access to multiple PLMNs, this would require that all such GCS ASs instances be provisioned and kept updated on all tracking area configurations in all PLMNs that they may connect to, leading to significant operational complexity.

The proposal states:

Allocating one SAI per TAI (in the GCS AS) would also limit the size of the “MBMS SAI to downstream node” routeing table in the BM-SCs/MBMS GWs.
Limiting the number of such mappings will also increase the number of MBMS-GWs and MMEs that have to process each Session Start/Update message. Use of an SAI to represent a larger geographic area necessitates that more cells are involved, and correspondingly, more MMEs. Smaller SAIs that are targeted at specific population areas (e.g., downtown, commercial district, restaurant district, residential area) will generate fewer Session Start/Update messages being propagated through the MBMS nodes.

It is unreasonable to assume that a tracking area corresponds to a geographic area of interest to a particular application, e.g., an MCPTT Server.
Per the proposal, if the mapping is done in the BM-SC, then the GCS AS will send a list of ECGIs to the BM-SC as in Solutions 1, 2A, and 2B, along with an SAI derived from the tracking area. 
Use of the SAI (mapped from TAI) results in the BM-SC sending the Session Start/Update to potentially a greater number of MMEs than is required. Inclusion of the SAI (mapped from TAI) also leads to potential confusion in the BM-SC. If the list of ECGIs can be mapped to a smaller SAI than the SAI provided by the GCS AS, is the BM-SC expected to send the Session Start/Update to the larger SAI and force the lower MBMS nodes to determine that they have no action to take, or would the BM-SC be free to base its actions on the smaller SAI?

If the GCS AS sends only a list of ECGIs, as in Solutions 1, 2A, and 2B, the BM-SC can choose the smallest set of SAIs needed to cover the list of EGIs. In that case, this proposal is essentially equal to Solution 1.

++++++++++++++ THIRD CHANGE ++++++++++++++
6.4
Solution 4: Use of MBSFN Area Ids and/or ECGI lists for requesting MBMS service
<...>

6.4.3
Solution evaluation


The immediate and most prominent problem with this proposal is that the MBSFN Area Id (defined in TS 36.443) is only capable of identifying 256 different MBSFNs. The SAI is defined in TS 29.061 in clause 17.7.6 as having two octets.  
9.2.1.14
MBSFN Area Id

This IE defines the MBSFN Area Id.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	MBSFN Area Id
	M
	
	INTEGER (0..255)
	The same encoding as the mbsfn-AreaId IE specified in TS 36.331 [11].


MBSFN Area Identifiers are reused throughout the PLMN, making them non-unique, and thus making them non-suitable for identifying areas for a broadcast MBMS bearer.

This proposal, additionally, would require reconfiguration of all existing deployed MBMS nodes, and would force operators who have deployed MBMS to create much larger MBSFNs so that 256 of them can cover the entire PLMN. This would be an extreme difficulty in China, the USA, or India, for instance.
The proposal states that:

“Solution 4 prescribes, that the Application / GCS AS has the option to explicitly request broadcast of content via MBMS in specific MBSFN areas. The Application/GCS AS specifies the exact area of distribution of the MBMS bearer.”
Given the limitation to 256 MBSFNs in a PLMN, the “exact area of distribution” will be very large area in many networks.
Therefore, this proposal is very restrictive in its ability to confine a broadcast MBMS bearer to smaller areas, and it is very demanding on operators to manage deployments in larger networks.
++++++++++++++ FOURTH CHANGE ++++++++++++++

7
Overall Evaluation

Solution 1 provides a viable solution for Key Issue 1 - Establishment of MBMS bearers using a list of cell identities or other area information. Existing procedures in MBMS continue to operate with and without the solution 1 implementation, providing backward compatibility.
Solution 1 places the burden of creating the ECGI list to SAI mapping capability in the BM-SC on OAM for the MBMS system.
Solution 2, options A and B, can cause malfunctions in a distributed MCE architecture system. If the method described in Solution 3 to have the MCEs send the list of cells other other MCEs to the MMEs is used, complexity can be saved by simply configuring that information directly into the MMEs, effectively adding a non-standardized optimization to Solution 1.
Solution 2, option B, cannot provide a correct set of mapping information to the BM-SC until all MCEs, MMEs, and MBMS-GWs are upgraded.
Solution 1 provides a basic capability to use an ECGI list from the GCS AS to BM-SC. It can be upgraded and optimized in future releases, based on operators’ needs.
Solution 3 assumes that the number of SAIs can be equated to the number of tracking areas, without proof that this will be possible and reasonable in very large networks (e.g., China, USA, India). It also introduces potential ambiguity into the handling of MBMS bearer activation requests when both a list of cells and an SAI are provided to the BM-SC.

Solution 4 would demand that an entire network be divided into 256 MBSFNs, and that operators with existing MBMS deployments modify those deployments to support these 256 MBSFNs.
8
Conclusions


Solution 1 is selected as the basis for normative work for Release-13 in support of Key Issue 1.
++++++++++++++ END CHANGES ++++++++++++++
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