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1
Introduction
In SA2 #110 meeting it was agreed to capture in TR 23.713 the interim resolution is to adopt 3 options in the TR, and leave the final decision to the #110AH meeting.
The selection among the alternatives depends on the model of the PPP to Uu Bearer to some degree.  

2
Discussion
2.1
Per Packet Requirement from MCPTT
In the TS 22.179, it describes as the following:
6.8.6
Application layer priorities
6.8.6.1
Overview

Dispatchers from different critical communication organizations access the same networks and network resources. Depending on the event, the priority is given to an organization and/or a group rather than to another. For instance, in case of a fire priority is given to the fire brigades dealing with it, while in case of a criminal arrest priority is given to the police officers in charge of the arrest.

6.8.6.2
Requirements

[R-6.8.6.2-001] The MCPTT system shall be able to give application priorities to each call according to the event in addition to the priority given according to groups.

…..
[R-6.8.6.2-006] There shall be at least 8 and preferably 30 configurable levels of priority.
From the requirements above, it is clear that 

· The Per Packet Priority on the application level, which belongs to a certain application.
· At least 8 priorities shall be supported by ProSe for application packets, as ProSe is the transport layer for MCPTT.

· It is possible that the number of the Per Packet Priority is variable for different applications.

2.2
QCI definition in PCC
The one-to-one mapping of standardized QCI values to standardized characteristics is captured in the TS 23.203 as following :
	QCI
	Resource Type
	Priority Level
	Packet Delay Budget
	Packet Error Loss

Rate (NOTE 2)
	Example Services

	1
(NOTE 3)
	
	2
	100 ms
(NOTE 1, NOTE 11)
	10-2
	Conversational Voice

	2
(NOTE 3)
	
GBR
	4
	150 ms
(NOTE 1, NOTE 11)
	10-3
	Conversational Video (Live Streaming)

	3
(NOTE 3)
	
	3
	50 ms
(NOTE 1, NOTE 11)
	10-3
	Real Time Gaming

	4
(NOTE 3)
	
	5
	300 ms
(NOTE 1, NOTE 11)
	10-6
	Non-Conversational Video (Buffered Streaming)

	65
(NOTE 3, NOTE 9)
	
	0.7
	75 ms
(NOTE 7,
NOTE 8)
	
10-2
	Mission Critical user plane Push To Talk voice (e.g., MCPTT)

	66
(NOTE 3)
	
	
2
	100 ms
(NOTE 1,
NOTE 10)
	
10-2
	Non-Mission-Critical user plane Push To Talk voice

	5
(NOTE 3)
	
	1
	100 ms
(NOTE 1, NOTE 10)
	10-6
	IMS Signalling

	6
(NOTE 4)
	
	
6
	
300 ms
(NOTE 1, NOTE 10)
	
10-6
	Video (Buffered Streaming)
TCP-based (e.g., www, e-mail, chat, ftp, p2p file sharing, progressive video, etc.)

	7
(NOTE 3)
	Non-GBR
	
7
	
100 ms
(NOTE 1, NOTE 10)
	
10-3
	Voice,
Video (Live Streaming)
Interactive Gaming

	8
(NOTE 5)
	
	
8
	
300 ms
(NOTE 1)
	

10-6
	
Video (Buffered Streaming)
TCP-based (e.g., www, e-mail, chat, ftp, p2p file 

	9
(NOTE 6)
	
	9
	
	
	sharing, progressive video, etc.)

	69
(NOTE 3, NOTE 9)
	
	0.5
	60 ms
(NOTE 7, NOTE 8)
	10-6
	Mission Critical delay sensitive signalling (e.g., MC-PTT signalling)

	70
(NOTE 4)
	
	5.5
	200 ms
(NOTE 7, NOTE 10)
	10-6
	Mission Critical Data (e.g. example services are the same as QCI 6/8/9)


From the QCI description highlighted above, it is clear that:
· Only two QCIs are defined to be used by MCPTT traffics, i.e. QCI 65 and QCI 70. .

· One QCI is defined to be used by MCPTT signalling, i.e. QCI 69.

2.3
The mapping model between Per Packet Priority and QCI

Taking into account of the number of the Per Packet Priority and the QCI, a practical mapping model between the Per Packet Priority and QCI will be as following: 
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· Multiple Per Packet Priorities are carried by a QCI, e.g. QCI 65 contains priorities from the highest to X.
· Relay UE establishes multiple dedicated bearers to carries the traffics, e.g. QCI 65 and QCI 70.

· It’s possible that the Relay UE establishes normal dedicated bearers (QCI from 1 to 9) to carries the traffics with lower priorities, according to the application configuration.
2.4
Solution to address this mapping model in downlink
Considering multiple Per Packet Priorities are carried by a QCI, it is obvious the relay UE is not aware of the Per Packet Priority when it receives the downlink traffic. Hence the Relay UE can’t handle the packets in priority accurately.

[image: image2.emf]QCI = 65 ( Pri Highest,…, Pri X)

Pri Highest

Pri Y

Pri lowset

...

...

...

Pri X

...

Pri Z

...

IP Packets

( Pri info)

QCI = 70 ( Pri X+1,…, Pri Y)

QCI = A ( Pri Z,…, Pri Lowest)

Appl.

Layer

Tansport 

Layer

Tansport 

Layer

PCEF

Func.

Remote UE

IP

Tansport 

Layer

IP

Tansport 

Layer

IP

Appl.

Layer

IP

Relay UE P-GW


To resolve this issue, two alternatives are possible:
2.4.1
EPC dependent solution
The basic principle of this EPC dependent solution is that:

· When the Application Server sends IP packets to the P-GW, the IP packets includes the application level Per Packet Priority Information
· When the P-GW receives downlink IP packets from the application server, the P-GW detects the PPP information by applying the PCC rules. The P-GW sets the DSCP by the priority, according to the stored mapping of DSCP and Per Packet Priority. P-GW uses the downlink TFT to map the IP packets to the corresponding bearers.
· When the Relay UE receives the downlink IP packets from the P-GW, the Relay UE obtains the Per Packet Priority information from the DSCP, and provides the Per Packet Priority to the ProSe access stratum.

More information of each entity is described as following:
Application Server:

· The Application Server and the operator define the Application IDs in the PCC rules for different Per Packet Priority.

· When the Application Server sends IP packets to the P-GW, the IP packets includes the application level Per Packet Priority Information. 

P-GW:
· P-GW is also provisioned with mapping of DSCP and Per Packet Priority from the application server, the mechanism of the provisioning is implementation specific.
· The PCEF in the P-GW is instructed or pre-configured with appropriate PCC rules to detect the Per Packet Priority in the downlink IP packets, e.g. using the Application ID in the PCC rules to determine the Per Packet Priority. 
· When the P-GW receives downlink IP packets from the application server, the P-GW detects the PPP information by applying the PCC rules. The P-GW sets the DSCP by the priority, according to the stored mapping of DSCP and Per Packet Priority. P-GW uses the downlink TFT to map the IP packets to the corresponding bearers.

Relay UE:
· Relay UE are provisioned with Relay Service Code and the corresponding mapping of DSCP and Per Packet Priority.
· When the Relay UE receives the downlink IP packets from the P-GW, the Relay UE obtains the Per Packet Priority information from the DSCP, and provides the Per Packet Priority to the ProSe access stratum.

2.4.2
EPC independent solution

The basic principle of this EPC dependent solution is that:

· When the Application Server sends IP packets to the P-GW, the application server use port on TCP/UDP layer to reflect the Per Packet Priority Information. 

· When the Relay UE receives the downlink IP packets from the P-GW, the Relay UE obtains the Per Packet Priority information from the port on TCP/UPD level, and provides the Per Packet Priority to the ProSe access stratum.

More information of each entity is described as following:
Application Server:

· The Application Server and the operator define the ports on TCP/UDP for different Per Packet Priority.

· When the Application Server sends IP packets to the P-GW, the application server use port on TCP/UDP layer to reflect the Per Packet Priority Information. 

P-GW:

· The PCEF in the P-GW is instructed or pre-configured with regular PCC rules to map the IP packets to the corresponding bearers.

Relay UE:

· Relay UE are provisioned with Relay Service Code and the corresponding mapping of Ports and Per Packet Priority.
· When the Relay UE receives the downlink IP packets from the P-GW, the Relay UE obtains the Per Packet Priority information from the port on TCP/UPD level, and provides the Per Packet Priority to the ProSe access stratum.

>>>Start Changes (EPC dependent solution) <<<
7.5.1
Solution for ProSe Priority and QoS

7.5.1.1
Functional Description
The Priority of a ProSe communication transmission is selected by the application layer based on criteria that are not in scope of ProSe specifications.

The design of the way the application layer and the ProSe communication lower layers interact should be neutral to the way the UE is accessing the medium i.e. whether scheduled, or autonomous transmission modes are used. 

When requesting any transmission (i.e. either using one-to-one or one-to-many transport), the UE upper layers provide the lower layers a ProSe Per-Packet Priority from a range of possible values. ProSe Per-Packet Priority of the transmission is independent of the destination address.

The access stratum uses this ProSe Per-Packet Priority associated with the protocol data unit as received from upper layers to prioritise in respect with other intra-UE transmissions (i.e. protocol data units associated with different priorities awaiting transmission inside the same UE) and inter-UE transmissions (where possible). Priority queues (both intra-UE and inter-UE (where possible)) are expected to be served in strict priority order i.e. the scheduler in UE or eNB serves all packets associated with ProSe Per-Packet Priority N before serving packets associated with priority N+1 (lower number meaning higher priority).

The way the medium is accessed in scheduled or autonomous transmission modes, while respecting the ProSe Per-Packet Priority selected by applications, is in scope of RAN WGs.

Support of 8 levels for the ProSe Per-Packet Priority should be sufficient to support a wide range of applications.
7.5.1.2
Procedures

7.5.1.2.x
Unicast Traffic
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Figure 7.5.1.2.x-1: unicast traffic procedure
0.
The Remote UE and Relay UE are provisioned with Relay Service Code and the corresponding mapping of DSCP and Per Packet Priority, i.e. during authorization procedure form ProSe Function or by PC1 signalling from the application server. 


The PCEF in the P-GW is instructed or pre-configured with appropriate PCC rules to detect the Per Packet Priority in the downlink IP packets, e.g. using the Application ID in the PCC rules to determine the Per Packet Priority. P-GW is also provisioned with mapping of DSCP and Per Packet Priority for the application server, the mechanism of the provisioning is implementation specific. 

1.
When a dedicated bearer is activated, the relay UE UE shall be set with appropriate uplink TFTs by using the PCEF, which contains the DSCP in the TFT to filter the uplink packets of the corresponding Per Packet Priorities.

2.
The Remote UE connects to the network via the Relay UE as described in clause 5.4.4.1.

Step 3-4 are executed only for uplink IP packets.

3.
Before the Remote UE sends the IP packets to the ProSe access stratum, the Remote UE sets the DSCP by the priority it receives from the upper layer, according to the stored mapping of PPP and the DSCP. The uplink IP packets are sent over PC5 to the Relay UE.

4.
When the Relay UE receives uplink IP packets on PC5, it maps the IP packets to different bearers by the TFTs.
Step 5-6 are executed only for downlink IP packets.

5.
When the P-GW receives downlink IP packets from the application server, the P-GW detects the PPP information by applying the PCC rules. The P-GW sets the DSCP by the priority, according to the stored mapping of DSCP and Per Packet Priority. P-GW uses the downlink TFT to map the IP packets to the corresponding bearers.

6.
When the Relay UE receives the downlink IP packets from the P-GW, the Relay UE obtains the Per Packet Priority information from the DSCP in the IP header, according to the stored mapping of DSCP and Per Packet Priority. The Relay UE provides the Per Packet Priority to the ProSe access stratum for prioritization handling as described in clause 5.4.6.1.

>>>Start Changes (EPC independent solution)<<<
7.5.1.2
Procedures

7.5.1.2.y
Unicast Traffic
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Figure 7.5.1.2.y-1: unicast traffic procedure
0.
The Remote UE and Relay UE are provisioned with Relay Service Code and the corresponding mapping of port and Per Packet Priority, i.e. during authorization procedure form ProSe Function or by PC1 signalling from the application server. 


The PCEF in the P-GW is instructed or pre-configured with appropriate PCC rules to map the public safety traffic to corresponding dedicated bearers. 

1.
When a dedicated bearer is activated, the relay UE shall be set with appropriate uplink TFTs by using the PCEF, which contains the ports in the TFT to filter the uplink packets of the corresponding Per Packet Priorities.

2.
The Remote UE connects to the network via the Relay UE as described in clause 5.4.4.1.

Step 3-4 are executed only for uplink IP packets.

3.
Before the Remote UE sends the IP packets to the ProSe access stratum, the Remote UE uses the different ports to represent the Per Packet Priority, according to the stored mapping of Per Packet Priority and the port. The uplink IP packets are sent over PC5 to the Relay UE.

4.
When the Relay UE receives uplink IP packets on PC5, it maps the IP packets to different bearers by the TFTs.
Step 5-6 are executed only for downlink IP packets.

5.
When the P-GW receives downlink IP packets from the application server, P-GW uses the downlink TFT to map the IP packets to the corresponding bearers.

6.
When the Relay UE receives the downlink IP packets from the P-GW, the Relay UE obtains the Per Packet Priority information from the port number in TCP/UDP layer, according to the stored mapping of port and Per Packet Priority. The Relay UE provides the Per Packet Priority to the ProSe access stratum for prioritization handling as described in clause 5.4.6.1.

>>>End of 1st Change<<<
7.2.4
Topics for further study for ProSe UE-Network Relays

The following issues need to be resolved:

-
It is FFS whether a security association between the UE and the UE-to Network relay is per UE or per ProSe Application Group.


Resolution: this is in scope of SA3.

-
It is FFS if the IP Address preservation is supported when the Remote UE moves out of the ProSe UE-Network Relay coverage


Resolution: IP address preservation is not supported when the Remote UE moves out of the ProSe UE-Network Relay coverage

-
It is FFS whether for IPv4 the Prose UE-to-Network relay will have to implement NAT functionality.


Resolution: NAT shall be supported by Relays supporting IPv4.

-
It is FFS whether and how the EPC is aware of the remote UE's presence (e.g. for the purpose of authorisation, QoS, LI, etc.) in absence of direct NAS signalling connection between the Remote UE and the MME.

-
It is FFS how a ProSe UE-to-Network Relay performs priority handling of Remote UEs, as part of the broader topic on how to handle priority for ProSe communications in general.


Resolution: The PC5 transport for signalling and user plane between the Remote UE and the ProSe UE-Network Relay should use the same ProSe Priority and QoS mechanisms for PC5 defined in clause 7.5.1.

· It is FFS how the ProSe UE-to-Network relay applies per packet priority to the downlink traffic.

Interim resolution: The following options have been identified:  

option 1) The ProSe UE-Network Relay when it receives a packet from PC5 it will keep track of the LCID and radio bearer (RB ID) determined by the normal procedures (i.e. using UL TFT). When it receives a packet within the same radio bearer over LTE-Uu, it will determine the ProSe Per Packet Priority that will be used on the PC5 transmission based on the previously stored mapping. A mapping between the priority used to transmit the packet represented by LCID and the corresponding radio bearer (RB ID) can be kept in Access Stratum (PDCP). 


option 2) The ProSe UE-Network Relay when it receives a packet from PC5 it will keep track of the IP 5 tuple and LCID. When it receives a packet from LTE-Uu corresponding to the same IP 5 tuple, it will determine the ProSe Per Packet Priority that will be used on the PC5 transmission based on the previously stored mapping. A mapping between the priority used to transmit the packet represented by LCID and the IP 5 tuple can be kept in Access Stratum (PDCP). 

option 3) ProSe UE-Network Relay maps the EPS bearer QoS parameters into a ProSe Per Packet Priority value to be applied for the downlink relayed unicast packets over PC5. The mapping rules are configured in the ProSe UE-Network Relay UE.

option 4) ProSe UE-Network Relay maps the DSCP in IP header or ports in TCP/UPD header into a ProSe Per Packet Priority value to be applied for the downlink relayed unicast packets over PC5. The mapping rules are configured in the ProSe UE-Network Relay UE.

Final decision between these options will depend on analysis of the PCC impacts for ProSe UE-Network Relay and RAN feedback on PDCP/MAC impacts.
Resolution:

For unicast traffic, it’s proposed to select option 4) as the way forward.
>>>End of Changes<<<
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