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Abstract of the contribution: This contribution reviewed the issues related to the IP address configuration during the one-to-one communication connection establishment, and proposed the way forward for Rel-13.  
1. Introduction
1.1 Issues of exchanging link local IP address during link setup
In the approved CR190 to TS23.303 clause 4.5.3 (S2-152601), it has been specified that:

For one-to-one ProSe Direct Communication between two UEs neither of which acts as a ProSe UE-to-Network Relay the following mechanism for IP address/prefix allocation may be used:

a)
DHCP-based IPv4 address allocation with one of the two UEs acting as a DHCP server.

b)
IPv6 Stateless Address auto configuration specified in RFC 4862 [6] for assignment of IPv6 prefix, with one of the two UEs acting as IPv6 default router.

NOTE:
Which UE acts as a DHCP server is negotiated during secure layer-2 link establishment. The details of the negotiation will be defined in Stage 3.

c)
Link-local addresses configured using procedures defined in RFC 4862 [6] and RFC 3927 [16] for IPv6 and IPv4, respectively. The link-local addresses are exchanged during the establishment of a secure layer-2 link over PC5.
In addition, TR 23.713 clause 7.1.2.1 has been updated by the S2-152515 with the following: "UEs engaged in isolated (non-relay) one to one communication may negotiate the link-local address to be used for subsequent communication." Also, in step 1 and 2 of the procedures, it described how the Link Local IP addresses are exchanged between UE-1 and UE-2.
However, RFC 4862 and RFC 3927 has mandated that the UE must perform address conflict detection before the UE can use the link local address. 
For example, RFC 4862 stated:

   Before the link-local address can be assigned to an interface and

   used, however, a node must attempt to verify that this "tentative"

   address is not already in use by another node on the link.
   Specifically, it sends a Neighbor Solicitation message containing the

   tentative address as the target.  If another node is already using

   that address, it will return a Neighbor Advertisement saying so.  If

   another node is also attempting to use the same address, it will send

   a Neighbor Solicitation for the target as well.  The exact number of

   times the Neighbor Solicitation is (re)transmitted and the delay time

   between consecutive solicitations is link-specific and may be set by

   system management.
And, RFC 3927 stated:
After it has selected an IPv4 Link-Local address, a host MUST test to

   see if the IPv4 Link-Local address is already in use before beginning

   to use it.  When a network interface transitions from an inactive to

   an active state, the host does not have knowledge of what IPv4 Link-

   Local addresses may currently be in use on that link, since the point

   of attachment may have changed or the network interface may have been

   inactive when a conflicting address was claimed.
Therefore, exchange the link local IP address within the L2 link establishment is not compliant with the RFC defined procedures, as the UE is using the address without testing it. Therefore, it should be clarified that the UE shall not follow the exact procedure defined in the two RFCs, since the UE does not need to verify the link-local address after the link is setup.
Since there is no validation of the link-local address, there is a possibility that the UE-2 forms the same link-local address as that of the UE-1. Therefore, it should be also clarified that the L2 link establishment procedure should handle the case, i.e. UE-2 verifies the address indicated by UE-1 and forms a new link-local address is there is duplication. 

Obviously, such operation can only be applicable in the direct one-to-one communication, i.e. the UE's IP stack needs to be aware that duplication detection should be turned off, and this trigger should come from ProSe layer. 

Proposal 1: Adding clarifications to the clause 4.5.3 of TS 23.303 to indicate the UE does not perform link-local address verification after the L2 link is established.    
Proposal 2: Adding addition operation explanation to clause 7.1.2.1 of TR 23.713 to indicate that the UE-2 verifies the link-local address before responding to UE-1.    
1.2 Use of the link-local address provided in link setup procedure
In a normal application procedure, the upper layer would initiate a communication towards a target, e.g. normally in the form of a domain name, or a URI e.g. SIP URI. This target will be resolved with address resolution, e.g. DNS service, into a specific IP address, e.g. the DNS server can be configured via DHCP when assigning the IP address.
However, if link-local address is used, there is no such process of configuring the DNS server. In addition, it is explicitly prohibited by RFC3927 to use DNS for link local address. Therefore, when the L2 link establishment procedure exchanges link-local IP address, the address needs to be associated with such upper layer identifier in order for the application layer to make use of the address. In the clause 7.1.2.1, other than the IP address, there are "User Info" element for UE-1 included in step 1 and for UE-2 included in step 2.   
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Figure 7.1.2.1.1: Establishment of secure layer-2 link over PC5
Therefore, both UEs (UE-1 and UE-2) must be able to create a link between the received link-local IP address and the upper layer identifier via the information contained in the "User Info" element. 
In clause 7.1.2.1, it is also stated that:
Editor's note:

It is FFS whether User Info parameter used in this procedure is the same as the Announcer/ Discoverer/ Discoveree Info parameter used in the Public Safety Discovery procedures. It depends on the asserted identity that will be defined in the security procedures in SA3.
Therefore, when the "User Info" is set to be the identifier to support the security procedure, it may not be identical to the application layer identifier to be used, e.g. a SIP URI. This means the UE should store some mapping of the "User Info" to the actual application layer identifier. Such mappings could be provisioned together with the configuration about the other UE, e.g. the security information to authenticate the other UE. 

It should be also noted that the UE may support three types of ProSe Direct Communication:

- One-to-many ProSe Direct communication;

- One-to-one ProSe Direct communication to UE-to-Network Relay;

- One-to-one ProSe Direct communication between two UEs (non-relay);

The first two cases does not have the exchange of link local address in connection setup: one-to-many ProSe Direct Communication does not have layer 2 link establishment procedure; and one-to-one ProSe Direct Communication for relay will use relay allocated IP address. Therefore, the behaviour of the UE will be different for the last case. 
In order to make the upper layer agnostic of the the ProSe layer 2 link type, it is desirable to have a consistent way of handling the address resolution for all case. One possible approach is to create an entry for the application layer identifier associated with UE-2's link local IP address in UE-1's local address resolution cache. When UE-1 needs to resolve the target address, it needs to go through this local address resolution cache before resort to DNS queries. For example, this means for a linux based implementation the /etc/host.conf needs to be set in a way that /etc/hosts is queried before named. (This is different from the default configuration.)
The implication of this is that UE-2's address is never resolved using DNS when it uses link local address over one-to-one communication. This is exactly the requirement of RFC3927. 

Another implication is that when this layer 2 link is torn down, such address entry should be removed from the local address resolution cache.    
Following figure illustrated the example behaviour of the UEs involved in this operation. 
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Figure 1: Interactions between different layers for the use of link local address
Although most of the above details belong to stage 3, the interactions between the ProSe layer and IP layer, e.g. step 1b, 2b, 6a, 6c, need to be reflected in the stage 2 procedure descriptions.
Proposal 3: Adding addition operation description to clause 7.1.2.1 of TR 23.713 to reflect the necessary configurations at the UE and the interaction between ProSe layer and upper layer when link local address used. 
2. Proposal

It is proposed capture in TR 23.720 the following procedure. 
>>>Start Changes <<<
7.1.2.2
IP address assignment

At least the following standard IETF mechanisms are used for IP address/prefix assignment:

-
DHCP based IP address configuration for assignment of IPv4 address.

-
IPv6 Stateless Address auto configuration specified in RFC 4862 [6] for assignment of IPv6 prefix.

One of the two UEs acts as DHCP server or IPv6 default router.

In the ProSe UE-NW Relay case the relay acts as DHCP server or IPv6 default router for all Remote UEs that connect to it over a secure layer-2 link over PC5, detail procedures are described in clause 7.2.2.1.

UEs engaging in isolated (non-relay) one-to-one communication may also use link-local addresses. UE locally auto-configures link-local address as defined in RFC 4862 in case of IPv6 and in RFC 3927 in case of IPv4. The UEs does not perform duplicate address detection after the layer-2 link is established.
>>>Next Changes<<<
7.1.2.1
Establishment of secure layer-2 link over PC5

Depicted in figure 7.1.2.1.1 is the procedure for establishment of secure layer-2 link over PC5. The message includes the User Info-1 parameter that is used to assert the identity of the UE-1’s user. UEs engaged in isolated (non-relay) one to one communication may negotiate the link-local address to be used for subsequent communication. In order to make use of this link-local address, UE-1 and UE-2 must be provisioned with a mapping of the other UE's User Info to the application layer ID. 
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Figure 7.1.2.1.1: Establishment of secure layer-2 link over PC5

1.
UE-1 sends a Direct Communication Request message to UE-2 in order to trigger mutual authentication. If link local address is used, UE 1 includes the configured link-local address in the Direct Communication Request message. UE 1 may include both an IPv4 address and an IPv6 address in the message to facilitate that UE 2 can choose the address of the IP version it supports. 
NOTE 1:
The link initiator (UE-1) needs to know the Layer-2 ID of the peer (UE-2) in order to perform step 1. As an example, the link initiator may learn the Layer-2 ID of the peer by executing a discovery procedure first or by having participated in ProSe one-to-many communication including the peer.

NOTE 2:
“Secure layer-2 link” implies at least mutual authentication between the two users. Whether bearer level confidentiality or integrity protection over PC5 is mandatory or not is in SA3 scope.

2.
UE-2 initiates the procedure for mutual authentication. As part of this step UE-2 includes the User Info-2 parameter that is used to assert the identity of the UE-2’s user. The successful completion of the authentication procedure indicates the establishment of the secure layer-2 link over PC5. UE 2 checks whether it supports the link local address of IP version indicated in step 1, and whether there is any address duplication. If it supports, UE 2 responds a Direct Communication Response (link-local address of UE 2, User Info-2) message. UE-2 maps the received User Info-1 into an application ID-1 based on provisioned information, and stores the link-local address with the application ID-1 into the local address database.  

Similarly, when received Direct Communication Response, UE-1 maps the received User Info-2 into an application ID-2 based on provisioned information, and stores the link-local address with the application ID-2 into the local address database.  
Editor's note:

It is FFS whether User Info parameter used in this procedure is the same as the Announcer/ Discoverer/ Discoveree Info parameter used in the Public Safety Discovery procedures. It depends on the asserted identity that will be defined in the security procedures in SA3.
>>>Next Changes<<<
7.1.2.3
Layer-2 link maintenance over PC5
The PC5 Signalling Protocol shall support keep-alive functionality that is used to detect that when the UEs are not in ProSe Communication range, so that they can proceed with implicit layer-2 link release. If the layer-2 link is released, the UE shall remove any corresponding entries in the local address database inserted in step 2 of clause 7.1.2.1.
NOTE:
It is left to Stage 3 to determine how and when the keepalive messages are used.
>>>Next Changes<<<
7.1.2.4
Layer-2 link release over PC5

Depicted in figure 7.1.2.4.1 is layer-2 link release procedure over PC5. This procedure can be also used to release the layer-2 link between the Remote UE and the UE-to-Network Relay, initiated by either the Remote UE or the Relay e.g. due to temporary loss of connectivity to the network, battery running low of the relay, etc.
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Figure 7.1.2.4.1: Layer-2 link release over PC5

1.
UE-1 sends a Disconnect Request message to UE-2 in order to release the layer-2 link and deletes all context data associated with.

2.
Upon reception of the Disconnect Request message UE-2 responds with a Disconnect Response message and deletes all context data associated with the layer-2 link.
If the layer-2 link is released, the UEs shall remove any corresponding entries in the local address database inserted in step 2 of clause 7.1.2.1.
>>>End of Changes<<<[image: image5.png]
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