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1. Discussion

MMEGI and NRI code space consumption

During SA2#107 concerns were raised that the redirection means that were adopted for normative work consume too many MMEGI/NRI code points just for redirection, which might negatively affect the code space that remains available for the other purposes of that IDs.

Already during SA2#107 discussions it was concluded that the 16 bits size of the MME Group Identifier (MMEGI) is unlikely to pose any serious restriction for the amount of MME groups that a PLMN realistically may want to deploy, even if the adopted redirect mechanisms includes that each MME group gets a second MMEGI allocated.

The discussion on NRI exhaustion couldn’t be concluded during SA2#107. For the discussion of the NRI the differences to the MMEGI need to be kept in mind. While the MMEGI is not part of the S-TMSI that is used for routing Service Request to the appropriate CN node, the NRI is included in the P-TMSI, which defines some NRI handling that was existing already before and is independent from DÉCOR. The deployment guidance is that the NRIs allocated to neighbouring pools should be distinct. An example from TS 23.236 is shown in the Annex of this paper. An NRI from a neighbour pool should be re-used as the Null-NRI. This is not only avoiding reserving code points for the redirect or (re-)balancing, it also reduced RAN configuration efforts. Because in a DÉCOR deployment the NNSF should be configured with the knowledge about what NRIs belong to which (neighbour pool) dedicated CN so that during idle mode inter pool mobility the NNSF selects already a node from the same CN avoiding overhead and delay from redirect means.

Following the discussion above it is recommended to reuse NRI code points from neighbour pools for redirect/rebalance. So there is no issue of code point shortage caused by DECOR. The means that  the proposal for redirect/rebalance based on MMEGI and NRI don’t cause any issues for the ID’s code space and can therefore be adopted without problems. For eNB’s NNSF it is yet another MMEGI, like the MMEGI’s from neighbour pools. For RNC/BSC just one of the neighbour pool NRIs is used, so that there is no additional configuration or functionality at all.

Ergo there is also no advantage from introducing an extra mapping parameter like a CN-index, which only adds complexity.CN index would require eNB and RNC to either (a) update S1 setup also to send CN index info, or (b) have a mapping table from CN Index to MMEIDs in eNB and RNC.
Additional MME/SGSN registered node
This may be useful if the NNSF is not already configured for routing mapped GUTI/NRI, e.g. due to combined nodes.
Inclusion of a GUTI in the Reroute Request

Various overload and failure scenarios suggest to avoid that a “GUTI sync issue” could happen, which is a scenario where in the network a new GUTI gets already allocated for the UE and the old is deleted in the network, but the UE is not updated with the new GUTI. When the overall procedure fails and the UE has to restart a NAS procedure its context in the network cannot be found. Note that those overload and failure scenarios during the redirection / (re)balance are not the rare cases.
The approaches, which can avoid that a GUTI sync issue may happen, do not have a GUTI to signal in the Redirect Request, which answer the discussion question on a need for it in the redirect.

A NAS response message in the Redirect Request

This is proposed for the case that the first CN node wants to redirect the UE to another dedicated CN, but e.g. no CN node from the other dedicated CN is available. Some discussion compared it with network sharing where each of the sharing operators might e.g. serve a roamer, but has different reject reason. The RAN needs to select the most suitable one and the related NAS reject message. With DÉCOR it is however just that the target CN is available or not. 
Most redirect traffic may be expected at the border from non-DÉCOR to DÉCOR. It would add considerable overhead, especially for default MMEs to instantiate the UE’s (security) context and generate an integrity protected NAS message just for the case that the target dedicated CN node might not be available. When the NNSF cannot determine a node from the dedicated CN as the target for the redirect, the NNSF may select a default node or any available node based on load status and indicate to that node that no target is available. Based on the operator policy and configuration for DÉCOR, this node may accept the redirected NAS message to being the serving node for the UE, or may reject that UE, e.g. with longer backoff to avoid further load from those UEs.

It should be noted that such functionality may be needed independent from redirect as a failure or unavailability of the dedicated CN will also cause the already served UEs trying to register always again. Also here a node from another CN may need to reject those UEs to avoid impact on the other CNs.

Annex A
NRI allocation and reuse scenario is shown here. The Null-NRI can be an NRI that is reused from a neighbour pool. Example NRI/Null-NRI is 19 below. In the middle pool the NNSF configuration and behaviour are identical for the example NRI: 19: NNSF selects a new node from the nodes available for every UE that moves to the middle pool as only UEs providing NRIs: 1,2,3 have CN node configured in the NNSFs of the pool in the middle. That means, the CN nodes of the middle pool can use any NRI besides 1,2,3 as Null-NRI as the NNSF selects then a new CN node for a UE.
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From TS 23.236: Figure 2: Network configuration example 1
Annex B
This clause shows a bit more detailed example with network sharing and two pool areas where two operators operate two CNs each. NRIs are split between operators A (0..99) and B (100..199).

Each operator has two CNs. There are CNs: A1, A2, B1, B2. For simplicity it is here assumed that there is just one NRI per CN node, i.e. each NRI shown in the figure represents also one CN node.

Two pool/deployment areas are shown below.
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Above configuration shows NRI allocation to different CNs from multiple operators. And it shows how the NNSF of pool 1 is configured to select the same operator and same CN when a UE moves in from neighbour pool 2. This configuration avoids any redirect efforts for UEs moving in idle mode between pools supporting DÉCOR.

As the NNSF is already configured to select a new CN node from a specific CN based on NRIs allocated to neighbour pools (for UEs moving in from neighbour pool and keeping the same operator+CN) there are NRIs available, which the CN nodes of that pool may re-use for redistribution of UEs within the pool without reserving any extra NRIs for redistribution.
Example: all A1 nodes of pool 1 may use NRI 4 from neighbour pool 2 for redistributing UEs between A1 nodes of pool 1. The NNSFs of pool 1 are configured to select a new node from nodes belonging to A1, when a UE indicates an IDNNS with NRI 4.


























































UE with NRI 4 changes to pool area 1


NNSF of pool area 1 knows: NRI 4 belongs to CN A1 and selects a new CN node from A1 {1, 2, 3}
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pool area 2


CNs with NRIs:


A1: 4, 5, 6


A2: 12, 13


B1: 102, 103


B2: 112, 113





pool area 1


CNs with NRIs:


A1: 1, 2, 3


A2: 10, 11


B1: 100, 101


B2: 110, 111


NNSF (selects a new node)


Input NRI -> select from CN


4, 5, 6 	-> A1 {1, 2, 3}


12, 13	-> A2 {10, 11}


102, 103	-> B1 {100, 101}


112, 113	-> B2 {110, 111}
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