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Abstract of the contribution: This paper is proposed to add connected mode eDRX descriptions and a corresponding solution.
*** First Change ***
4
Scenarios
Editor’s Note: Scenarios where optimizations may be needed and motivation why. 

4.1
Scenario A: Downlink packet transmission to UE applying power saving function

Editor’s Note: Description of a scenario where optimization is considered and motivation for the optimization.
It is observed that the current system has the following behavior

-
When downlink data arrive for a UE that is in ECM-IDLE mode, at least one IP packet is buffered in the SGW and the UE is paged. When the UE responds to the paging, the buffered IP packet(s) are transmitted to the UE. If there is no paging response within an SGW implementation specific period of time, the packets are discarded.

-
When downlink data arrive for a UE that is in a power saving state e.g. PSM (Power Saving Mode), the IP packets are immediately discarded in the SGW. No paging is done of the UE (see footnote 
)

-
In other cases, when the UE may be temporarily unavailable, e.g. in extended idle mode DRX, the IP packet buffered in the S-GW would frequently be discarded before the UE paging response, or e.g. in extended connected mode DRX, the IP packet in the eNB may be discarded before delivered to the UE.
The issues that the packet discard behaviour of the current system may lead to are:

-
Higher load on the network

-
Difficulty to reach devices that use power saving functions

-
Applications required to handle frequent transmission failures of transport protocols.

-
Frequent use of device triggering at network initiated communication with devices using power saving functions

And in particular for the cases where the device is reachable again in a reasonable amount of time the current behaviour may lead to: 

-
Application layer attempts which may be out of sync with the actual UE availability, which would cause extended latency to reach the UE or lack of reachability; 

-
Difficulty to reach devices that use extended DRX, that could make cellular a less preferred choice, for example for Internet-of-Things and MTC applications.
Higher load on the network are caused by the retransmission schemes (see footnote 
) applied by transport protocols to ensure a successful transmission of packets. Each retransmitted packet needs to be forwarded by the operator core network and packet backbone. It may generate additional Downlink Data Notification signalling between the SGW and the MME, and may require potential storage resources in the SGW or the eNB. Of course the retransmission of transmitted packets also consumes additional resources at the sender side, i.e. the application server. Higher load on the network will also be caused by application servers that after retransmission timeout fallback to device triggering over the Tsp interface when there is no response from the UE. This network load consists of the signalling and processing to deliver the device trigger SMS to the UE when it becomes active again.

Difficulty to reach devices that use power saving functions is an issue that could make cellular a less preferred choice, for example for Internet-of-Things and MTC applications. The 3GPP power saving functions are designed for a maximum energy saving in constrained devices. Hence the power saving period may, depending on application, be quite long e.g. several minutes or hours. The transport protocol’s retransmission schemes are not designed to handle such long response times and will therefore not help for reaching the device.

A specific case of difficulty to reach devices that use power saving functions is when the sending application server is not using the Tsp interface or other SMS interface, i.e. device triggers cannot be sent. In those cases, network initiated communication with devices may not be possible at all e.g. if the active time is short and the power saving intervals long.

Applications required to handle frequent transmission failures of transport protocols. Devices minimize power consumption by using short active windows and long power saving intervals. Applications that transmit IP data to the UE may experience frequent transmission failures. The tasks of the application can take long time or fail to finalize and the application need to be tolerant to potentially very long processing times and increased failure rates.

Frequent use of device triggering at network initiated communication with devices using power saving functions may begin to crystallize within the application developer community. Device triggering is a useful feature in some situations, e.g. when the UE IP address is unknown, the UE is behind a closed NAT or firewall etc, but it may also generate significant load in terms of network signalling and processing. In situations where UE IP connectivity is established, the UE IP address is known and a NAT or firewall isn’t blocking downlink packet transmission, it is more efficient to send data on the IP connectivity and avoid device triggering. Especially for applications constrained by cost and low operator ARPU, it should be preferential to avoid high usage of device triggering for a large number of MTC devices.
4.2
Scenario B: Coordination of maximum latency between the application and the network
Editor’s Note: Description of a scenario where optimization is considered and motivation for the optimization.
4.2.1
Description

Different MTC applications have different maximum latency requirements. “Maximum latency” is, from the application point of view, the time elapsed from the moment that an AS application sends DL data to a 3GPP constrained device on an existing IP connection, until the device has received the DL data. High latency typically occurs for the initial DL packets for a UE applying a power saving function. Contributors to the latency are for example Power Saving Mode and Extended long DRX, in ECM-IDLE or ECM-CONNECTED mode. 

The maximum latency requirement is highly application dependent. For example for a device that measures and controls a water flow, a response time (i.e. maximum latency) of 1 hour may be sufficient for increasing or reducing the water flow. For another device that measures and controls a gas flow, a response time of 1 minute may for example be required in order to switch off the gas in case of emergency. Retransmission schemes, by applications or transport protocols, assume a certain maximum latency, which when exceeded bring similar effects as lost packets, see subclause 4.1. This maximum latency requirement the application has need to be communicated to the network. The network needs this maximum latency information to set parameters correctly for the different affected mechanisms e.g. the PSM. 

Potential Solutions for this Scenario should state if they are applicable to multi-application environments or not. 
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Figure 4.2-1:   An IP connection with a certain maximum latency property between two application peers   
4.2.2
General considerations for solutions to this scenario

A prerequisite for this scenario is that it is possible to set parameters in the 3GPP network for the different power saving mechanisms in order to obtain a specific maximum latency characteristic of the IP connection. Applications having a maximum latency requirement are expected to inform the network about their requirement. Applications may also inform the 3GPP network about a change of the current maximum latency requirement, e.g. due to a changed application state or changed conditions. The overall goal with informing the network of the maximum latency requirement is to minimize total power consumption in the device. 

For constrained devices having multiple applications with different maximum latency requirements, it is assumed that the lowest maximum latency is applied for the used IP connection(s).
*** Second Change ***
5.x
Solution Y: Exchange of eDRX parameters for connected mode. 
5.x.1 
Functional description

This solution addresses part of scenario A, how to avoid immature retransmissions, and scenario B for eDRX in ECM-CONNECTED mode.

The solution involves the following: 

a)    Parameters indicating the applicable range for eDRX for a UE are signalled from EPC to the RAN, in particular the maximum latency need to be known by the RAN. 

b)    The RAN signals to the EPC the used eDRX parameters, enabling the EPC to deduce the times when the UE is awake. 

Currently in ECM-CONNECTED mode, DL packets are buffered in the RAN until it is possible to transmit them. The RAN may discard packets at buffer overflow, or when packets are considered too old, both of these cases could be regarded abnormal. Currently the RAN may use QCI and UE capabilities to dynamically configure DRX. The application requirement for maximum latency for ECM-IDLE and ECM-CONNECTED mode eDRX would typically be the same. In order to configure efficient eDRX in ECM-CONNECTED mode, at least the maximum latency needs to be known by the RAN. It is assumed that the EPC knows the application DRX related requirements, and can provide this in signalling from EPC to RAN.

In order to enable, for ECM-CONNECTED mode, eDRX coordination of transmissions initiated by SES/AS, see subclause 5.1, EPC is made aware of when the UE is awake by signalling from RAN to EPC. 
5.x.2 
Impacts on existing nodes and functionality

Assuming that current functionality split is applied for eDRX, there would be the following impact: 

·    MME to provide parameters indicating the applicable range for eDRX, in signalling where QoS parameters are currently provided, in particular the maximum latency need to be provided.

·    In response message(s) of the above signalling, RAN to signal eDRX information to enable EPC to deduce when UE is awake. 
5.x.3
Evaluation
Benefits:

· RAN/eNB buffer time can be greatly reduced for UE in ECM-CONNECTED mode eDRX if MME is aware when the UE is awake.
Drawbacks:
· Additional MME complexity to predict UE wake up timing.
*** End of Changes ***
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� TS 23.401 subclause 4.3.5.2, which states that the PPF flag shall be cleared when the Activity Time expires. With the PPF clear, the MME does not page the UE in E-UTRAN coverage and shall send a Downlink Data Notification Reject message to the Serving GW when receiving a Downlink Data Notification message from the Serving GW. Subclause 5.3.4.3 then specifies that the Serving GW shall empty its packet buffer (discard buffered packets) when the Downlink Data Notification Reject message is received.


� Some examples: CoAP/UDP/IP will by default repeat each transmitted packet max 4 times. MQTT-SN/UDP/IP will repeat each transmitted packet max 2-3 times. TCP will by default repeat the initial SYN packet 3 times. XMPP, MQTT and HTTP all use TCP for their transport.
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