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Introduction

An Isolated E-UTRAN is characterised by having no, or a limited, backhaul connection.  In particular, the IOPS feature enables services to be provided to Public Safety UEs in the following backhaul scenarios:

· No backhaul;

· Limited bandwidth signalling only backhaul;

· Limited bandwidth signalling and user data backhaul.

In the context of Public Safety, eNBs can be of Nomadic (NeNB) nature (used in nomadic systems/deployable systems). In this case they are normally associated to an equally nomadic EPC. These systems are designed to operate in isolation from Networks, and are available already in the market as they are based on reusing existing system capabilities. Therefore, their operation is standards based and is relying e.g on dedicated PLMN IDs for differentiation from other networks and also would trigger selection of this network (and related credentials) only by authorized users. 
It should be noted these system may provide access to Internet or other services networks using back up links, so the user experience may not be necessarily limited. Likewise, the case of limited backhaul can be handled using existing standards, and the open point which remains to be discussed is whether it makes at all sense to prevent minimal user plane interactions (which would be the demarcation between signalling only and user plane and signalling cases of Limited back haul). In general the limited backhaul case needs also to be fully validated as in fact if it was advisable to retain a redundant backhaul capability for public safety at certain eNB sited, one could argue this should be designed to be fit for purpose and therefore not imply perceivable user plane limitations for PS agents interested in accessing the network. 
The really critical case that needs to be addressed in this release is therefore the case of eNBs that are isolated from the rest of the world and still should be used in mission critical environment to extend the reach of communications beyond what D2D can provide, in order to save lives or successfully conclude critical missions in the face of major disruption. This paper focuses on this aspect and proposes a way forward for the No Backhaul case.

Discussion for the IOPS No Backhaul case
When a eNB is isolated, there are two possible ways to restore a local communication service:

1. The eNB is co-sited with an EPC instance so that it can replicate the behaviour of a nomadic system (i.e. it behaves largely as a standards compliant system which is differentiated e.g. by means of an IOPS specific PLMN ID). In this scenario:
· It is FFS whether security requires any change or whether existing procedures can be totally or partly reused (SA3 to study). 
· It may be also possible to allocate an IOPS TAI which is not the same as neighbouring eNBs for the IOPS cells under the same eNB, so change of eNB or mobility to a nomadic system triggers a TAU and security procedures execution 
· It is assumed the TAI assigned to cells in nomadic systems also would be different than static eNBs operating in IOPS mode so as to trigger TAU between these systems.
· IP address assignment is performed as usual in EPS.
· The local EPC acts an IP router among locally attached devices

· eMBMS for broadcast in IOPS mode under a single eNB cells is supported by static binding of TMGIs to Group communications groups in IOPS mode. This requires selected UL multicast or broadcast packets to be routed by the local PGW to a local logical statically configured MCE function. No BMSC function is supported.
2. The eNB uses RRC procedures to establish links that allow it to act as communications hub. In this scenario:
· Security is based on a lightweight approach like in ProSe 1:M communications out of network coverage, i.e. on pre-established secrets, which enables  some form of limited UL resources access control, while full communication confidentiality should rely on application layer. 

· The detection a cell operates in this mode is based on new SIB information. When a UE received this SIB information it attempts first to reselect to another cell operating in normal mode (including in the previous mode at point one)

· The UE, once it has set up a link successfully, is always in connected mode (so as to avoid the complexity of introducing idle mode handling). 

· IP address assignment is based on DHCP (eNB acts as DHCP server and binds IP address to link layer identity (CRNTI) for DL routing purposes). The eNB acts an IP router among locally attached devices.
· All cells under same eNB in IOPS mode share a TAI. When the UE moves to a different TAI, the UE should attempt to attach to a suitable cell in normal mode or establish a link with the new cell if it is also in IOPS mode.

· When a backhaul is re-established, the eNB releases the radio bearers and it starts normal operation again. 
· eMBMS for broadcast in IOPS mode is supported by static binding of TMGIs to Group communications groups. The DL routing decision is based on mapping of static IP multicast addresses to static TMGI and resources. No BMSC function is supported so application level security only can be used. Synchronization is only necessary among the cells under the same eNB.

For both options:

· For eNBs in IOPS mode which are mutually reachable at transport layer, Inter- eNB routing could be feasible based on transport layer and IP routing considerations beyond the scope of 3GPP. 3GPP shall only specify in this Rel-13 the case of isolated IOPS eNBs and not enter definition of the establishment of IP (unicast or multicast) routes among eNBs.
In Alcatel-Lucent view is both modes should be supported:

Approach 1 is probably more appropriate for sites where the additional cost of distributing the EPC capability is justified. These should not be handled separately from the Nomadic case. 

Approach 2 could be a lower cost option that may distributed over a wider range of eNB classes
Figures 1 and 2 depict how the two approaches differ at a high level
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Figure 1 – Operation with local EPC
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Figure 2 – Operation with Access Stratum Signalling only approach
The details of the RRC procedures required to support the second option are in scope of RAN2 but in general they should be as simple as possible. And example based on pre-shared keys follows:

[image: image3.emf]UE eNB

3.Random Access Preamble

3.Random Access Response

4.RRC Connection Request (IOPS indication,  

Random ID)

5.RRC Connection Setup

6.RRC Connection Setup Complete (IOPS bearer 

request indication, Random ID)

8.RRC Connection Reconfiguration (Bearer Setup)

9.RRC Connection Reconfiguration Complete

10.DHCP based address Assignment

11.IP data transfer possible

1.SIB (IOPS No Backhaul mode)

2.IOPS No 

Backhaul 

Mode 

detected

15. SIB (Normal Mode mode)

12.Backhaul 

restoration 

detected

7. Security mode command skipped (pre-shared key used)

13.RRC Connection Release

14.UE is now detached 

and can attempt attach 

via a a suitable cell.


Figure 3 – Operation with Access Stratum Signalling only approach (details or RRC procedure)

Conclusion

It is proposed to document in  TR 23.797 the two potential options discussed above

=============== START of CHANGES =====================

6.X
Solution X: Solution based on local EPC
6.X.1
Functional Description
This solution assumes that the eNB is co-sited with a local EPC instance which is used only in IOPS mode. This allows it to replicate the behaviour of a nomadic system when it is isolated from the network, and it can be based largely on existing specifications.

In IOPS mode the eNB starts advertising a PLMN dedicated to IOPS. Only authorized UEs can access this PLMN ID. This PLMNID should be set with lowest preference so other PLMNs operating in normal mode are selected first.
 All cells served by the eNB share the same TAI for IOPS and  neighbouring eNBs that operate in IOPS mode with a local PLMN are assigned different TAIs so a TAU is triggered upon mobility (Both would share the IOPS PLMN Id). This TAU would result in a TAU Rejection due to lack of suitable credentials/identity, and cause a UE to reattach via the new eNB to its co-sited EPC.

It is assumed the TAI assigned to cells in nomadic systems also would be different from eNBs operating in IOPS mode so as to trigger TAU between these systems.
IP address assignment is performed as usual in EPS.

The local EPC acts an IP router among locally attached devices

eMBMS for broadcast in IOPS mode under a single eNB cells is supported by static binding of TMGIs to Group communications groups in IOPS mode. This requires selected UL multicast or broadcast packets to be routed by the local PGW to a local logical statically configured MCE function. No BMSC function is supported.

For eNBs in IOPS mode which are mutually reachable at transport layer, inter- eNB routing could be feasible based on transport layer and IP routing considerations beyond the scope of 3GPP. 3GPP shall only specify in this release the case of isolated IOPS eNBs and not enter definition of the establishment of IP (unicast or multicast) routes among eNBs.

When a backhaul is re-established, then the local EPC, S1 connections are released and the regular PLMN Id is announced by the eNB. This will cause UE's to reattach to the EPC.

6.X.2
Procedures

6.x.2.1 High level Procedures
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Figure 6.x.2.1-1 Operation of "Local EPC"- based IOPS

1)  The Backhaul is detected to be lost by the eNB

2)  The eNB transitions to IOPS mode, established the S1 link to local EPC and activates the local EPC

3)  The eNB advertises the PLMN ID for IOPS operation with local EPC. The announced TAI is from a pool of TAIs allocated for IOPS and nomadic systems. These should be reused across non neighbouring eNBs. All cells served by the same eNB share the same TAI for IOPS and neighbouring eNBs that operate in IOPS mode with a local PLMN are assigned different TAIs so a TAU is triggered upon inter-eNB mobility. This TAU would result in a TAU Rejection due to lack of suitable credentials/identity, and cause a UE to reattach via the new eNB to its co-sited EPC.

4)  The UE detects the IOPS PLMN ID in the cell and it first attempts to reselect to another suitable cell operating in normal mode, before attaching to this cell.

5) The UE cannot find another suitable cell in normal mode, so it attached to the local EPC and obtains a local IP address.

Editor's Note: It is FFS whether security requires any change or whether existing procedures can be totally or partly reused (SA3 to study). 
6) Public Safety services can be run at this time.

Editor's Note: it is FFS whether specialized IOPS operation of PS services is required in this mode

7) At any time, the backhaul could be detected to be restored
8) The local EPC is triggered to detach users and the eNB advertises the normal PLMN ID and the regular TAI values are sent by its cells.
9) The UE normally attaches to the regular EPC.
6.X.3
Impact on Existing Entities and Interfaces

eNB: advertisement of IOPS PLMN ID upon backhaul loss detection, resumption of normal operation upon detection of backhaul restoration, S1 link to a local PLMN used in IOPS mode, ability to activate and deactivate the local EPC, including triggering users detach. Static eMBMS configuration and local MCE support.
6.X.4
Solution Evaluation

Editor’s note:
The fulfilment of requirements in clause 4.2 will be evaluated. 
=============== Second Change =====================

6.y
Solution y: Solution based on lightweight RRC link establishment

6.y.1
Functional Description

The eNB uses RRC procedures to establish links that allow it to act as communications hub. 
Security is based on a lightweight approach like in ProSe 1:M communications out of network coverage, i.e. on pre-established secrets, which enables  some form of limited UL resources access control, while full communication confidentiality should rely on application layer. 

The detection a cell operates in this mode is based on new SIB information. When a UE received this SIB information it attempts first to reselect to another cell operating in normal mode (including in the previous mode at point one)

The UE, once it has set up a link successfully, is always in connected mode (so as to avoid the complexity of introducing idle mode handling). 

IP address assignment is based on DHCP (eNB acts as DHCP server and binds IP address to link layer identity (CRNTI) for DL routing purposes).

All cells under same eNB in IOPS mode share a TAI. When the UE moves to a different TAI, the UE should attempt to attach to a suitable cell in normal mode or establish a link with the new cell if it is also in IOPS mode. The eNB acts an IP router among locally attached devices.
When a backhaul is re-established, the eNB simply releases the radio bearers and it starts normal operation.
eMBMS for broadcast in IOPS mode is supported by static binding of TMGIs to Group communications groups. The DL routing decision is based on mapping of static IP multicast addresses to static TMGI and resources. No BMSC function is supported so application level security only can be used. Synchronization is only necessary among the cells under the same eNB.

For eNBs in IOPS mode which are mutually reachable at transport layer, inter- eNB routing could be feasible based on transport layer and IP routing considerations beyond the scope of 3GPP. 3GPP shall only specify in this release the case of isolated IOPS eNBs and not enter definition of the establishment of IP (unicast or multicast) routes among eNBs.

6.y.2
Procedures

6.y.2.1 High level procedures
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Figure 6.y.2.1-1 Operation of "Lightweight RRC"- based IOPS

1)  The Backhaul is detected to be lost by the eNB

2)  The eNB transitions to IOPS mode

3) 
The eNB advertises it is in IOPS No backhaul mode on the SIB

4)  The UE detects the cell is belonging to an eNB in IOPS with no backhaul mode.

5)  The UE initiates a RRC connection establishment with pre-shared keys, which leads to a data radio bearer establishment. This Data Radio bearer links the UE to the eNB which acts as a first hop router, and configures the UE IP address using DHCP. The eNB binds this DRB to the IP address assigned to the UE for routing purposes (it set ups a host route to the UE). 
Editor's note: RAN groups to assess the RRC protocol details

6)  The UE public safety services are now in operation
Editor's Note: it is FFS whether specialized IOPS operation of PS services is required in this mode

7)  At any time, the backhaul is restored and the eNB starts the exit from IOPS mode

8)  The eNB releases the RRC connection and advertises the normal operation on the SIB.

9)  The UE attaches to the EPC again.
6.y.2.2 IOPS RRC connection establishment and release (Pre-shared keys based)
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Figure 6.y.2.2-1 "Lightweight RRC"- based IOPS details

1 ) After the eNB detects the backhaul is lost, the eNB advertises IOPS No backhaul mode on SIB
2) The UE detects the eNB is in IOPS No backhaul mode by reading the SIB
3) The UE acquires signalling channel.

4) The UE executes a RRC connection request including a random Identity and indication of IOPS mode

5) The eNB initiates a RRC connection Setup
6) The UE completes the RRC connection Setup and instead of including a service request, it includes an IOPS bearer request indication and the UE random identity used at step 4.
7) Security mode command is not needed as an IOPS group pre-shared key is used to access the IOPS capable eNBs in this mode of operation

8-9) The Data radio bearer is established

10) The UE acquires an IP address using DHCP (IPV4) or other IP layer mechanisms for IPv6

11) IP communications is enabled, the eNB acts as an IP router

12) At any time the Backhaul can be restored

13) When restoration of IP backhaul is occurring, the UE RRC connection is released

14) The UE is in detached state and can select a suitable cell to perform EPC attach, if available

15) The eNB is advertising normal operation

6.y.3
Impact on Existing Entities and Interfaces

eNB: support of SIB enhancement, support of RRC procedures based on shared secret, host based routing, static eMBMS configuration and local MCE support.
6.y.4
Solution Evaluation

Editor’s note:
The fulfilment of requirements in clause 4.2 will be evaluated. 
================ END of CHANGES =====================
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