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Abstract of the contribution: It is proposed that the mechanism for re-routing as documented in TR 23.707 to achieve load balancing and load re-balancing is introduced into a new TS for DECOR.
1. Introduction

This contribution introduces the mechanism for load balancing and load re-balancing, into DECOR TS, based upon the proposal to S2-150081 (baseline input to TS). 
2. Discussion

Non-DÉCOR functionality includes support for load balancing and load re-balancing. The existing functionality does not provide the desired effect when DÉCOR functionality is used.

Non-DÉCOR functionality in E-UTRAN is as given by TS 23.401:
“The MME Load Balancing functionality permits UEs that are entering into an MME Pool Area to be directed to an appropriate MME in a manner that achieves load balancing between MMEs, and the MME Load Re-balancing functionality permits UEs that are registered on an MME (within an MME Pool Area) to be moved to another MME.”
Non-DÉCOR functionality in GERAN and UTRAN for PS domain and CS domain is as given by 23.236:
For SGSN Pool Area and MSC Pool Area, “the NAS Node Selection Function in the RAN node balances the load between the available CN nodes.”
Load re-balancing is used by the network operator “to remove load from one CN node in an orderly manner (e.g. to perform scheduled maintenance, or, to perform load re-distribution to avoid overload) with minimal impact to end users and/or additional load on other entities.”
An issue with the existing functionality above is that the wanted effect is not achieved when DÉCOR is used. The reason is that the existing functionality mechanisms for load balancing and load re-balancing will spread the load evenly over all pool member nodes and not only the pool member nodes of the intended DCN.

However, a load balancing and load re-balancing effect for DÉCOR can be achieved by re-using the DCN selection mechanism.

A condensed description of the DCN selection mechanism as specified by TR 23.707 is:

· When the UE first arrives at a location served by DCN, the RAN node selects a first CN node. This first CN node evaluates the UE Usage Type for the UE and determines a suitable DCN to serve the UE.

· When the first CN node is not suitable to serve the UE, the first CN node re-routes the UE request to RAN. The re-route request includes information about the suitable DCN.

· The RAN node uses the information about the suitable DCN and selects one core node from that DCN. 

The RAN node performs the core node selection using a random selection taking the weight factor into account. The result is a load spread over the DCN nodes.

The effect matches the wanted effect from load balancing and load re-balancing.
3. Proposal

Re-use the mechanism of re-routing a UE request from a first core node to a DCN to also achieve load balancing and load re-balancing for dedicated core networks.

The following changes are proposed in TS 23.cde (on top of S2-150081): 

**** begin ****
* * * First Change * * * 
4.6
Load balancing between DCN nodes

The DCN Load Balancing functionality permits UEs that are entering into a Pool Area to be directed to an appropriate DCN node in a manner that achieves load balancing between the CN nodes of the DCN. This load balancing between nodes of the DCN is achieved by setting a Weight Factor for each DCN node, such that the probability of the RAN node selecting a CN node of the DCN is proportional to its Weight Factor. The Weight Factor is typically set according to the capacity of a CN node relative to other CN nodes of the DCN.
NOTE 1:
An operator may decide to temporarily change the Weight Factor, e.g., a newly installed MME may be given a very much higher Weight Factor for an initial period of time making it faster to increase its load.

NOTE 2:
It is intended that the Weight Factor is NOT changed frequently. E.g. in a mature network, changes on a monthly basis could be anticipated, e.g. due to the addition of RAN or CN nodes.

4.7
Load re-balancing between DCN nodes

The DCN Load Re-balancing functionality permits UEs that are registered on a DCN node (within a DCN and Pool Area) to be moved to another DCN node.
NOTE 1:
An example use for the DCN Load Re-balancing function is for the O&M related removal of one DCN node from a DCN and Pool Area.

NOTE 2:
Typically, this procedure should not be used when the DCN node becomes overloaded because the Load Balancing function should have ensured that the other DCN nodes in the DCN and pool area are similarly overloaded.

The RAN nodes may have their Load Balancing parameters adjusted beforehand (e.g. the Weight Factor is set to zero if all subscribers are to be removed from the DCN node, which will route new entrants to the DCN and pool area into other DCN nodes).

In addition the DCN node may off-load a cross-section of its subscribers with minimal impacts on the network and users (e.g. the DCN node should avoid offloading only the low activity users while retaining the high activity subscribers. Gradual rather than sudden off-loading should be performed as a sudden re-balance of large number of subscribers could overload other DCN nodes in the DCN and pool. With minimal impact on network and the user's experience, the subscribers should be off-loaded as soon as possible). The load re-balancing can off-load part of or all the subscribers.
* * * End of Changes * * * 

**** end ****
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