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1
Introduction 

This contribution attempts to show the MCPTT entities (Server and Client) in a general architectural context, highlighting the potential interactions with the service and network/transport layers. 
<------------------ Proposed Additions start here --------->

4.2.x
Generic View of the Architectural Environment for MCPTT
Figure 4.2.x-1 shows a high level view of the architectural environment in which MCPTT operates. MCPTT service is provided via an application server and an application client while the UE is under network coverage, and is provided via application clients when the UE is off-network.  Both application server and application client belong to “Application Layers” where they coexist and cooperate with similar stand- alone and/or auxiliary entities. Those interactions are outside the scope of this document.
NOTE:
As usual, the entities in Figure 4.2x-1 should be seen as logical and functional rather than physical (except the UE), and several logical entities can be grouped together in a single physical entity.  

The interactions between entities may occur along interfaces. The following, temporarily named generic interfaces or groupings of interfaces are identified in Figure 4.2.x-1:
Editor’s note:
The names, descriptions and existence of those interfaces will likely change/evolve as the design of the system progresses and the functionality is mapped to well known interfaces .
· X0 is the logical entry point in the system for group based services. It is very likely that only internal interfaces within boxes will be instantiated. 
· X1 and X2 are the logical entry points in the system for group based services, with and without using IMS. 
Editor’s note:
The need for using both X1 and X2 is FFS.
· X3 assists in handling of group services by ProSe.
· X5 is the logical entry point in the system for ProSe. X4 handles “on network” interactions, for example pre-configuration while the UE is still under network coverage will happen via X4 and X7. X6 is likely internal. 
Editor’s note:
Need to determine where and how it is appropriate to use the official names of the ProSe interfaces (e.g.PCn).
· X7 could be considered the Uu interface  and other network interfaces enabled by Uu.
· X8 and X9 are logical entry points in the system for non-group application access, with and without using IMS.

Editor’s note:
The need for using both X8 and X9 is FFS.
· The double arrows signify MCPTT Application Server to MCPTT Application Client communications or direct communications between MCPTT Applications using ProSe off network means.

















Figure 4.2.x-1: Generic view of the MCPTT architectural environment 
Editor’s note:
This figure will likely change/evolve as the interfaces and interactions are settled and clarified. 

<------------------ End of new text------------------------------>
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