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Abstract of the contribution: This contribution discusses the IP address used on PC5 and analyzes how the IP address is obtained and used during path switch between infrastructure path and direct path.
1. Introduction
To enable one-to-one communication, the two UEs involved in direct communication shall be aware of each other’s Layer 2 address and IP address used on PC5. It’s a common view that the Layer 2 address can be obtained during ProSe discovery; however how the IP address on PC5 is obtained has not been decided yet. This contribution discusses which IP address should be used on PC5 from service continuity perspective, and analyzes how service continuity can be maintained between infrastructure path and direct path.
2. Discussion
2.1 One-to-one communication

One alternative of IP address allocation mechanism is to adopt DHCP, i.e. one of the UEs acts as the DHCP server and allocates IP address to be used on PC5. This alternative is workable but cannot guarantee service continuity from direct path to infrastructure path, since the IP address on PC5 obtained in the above mechanism is not routable in EPC.
Another alternative is to use the IP address allocated by PGW on PC5. The key of this alternative is to use one of the IP address allocated by PGW on the direct path, and filters related ProSe application data to the direct path instead of infrastructure path. An example for establishment of direct path is shown in Figure 1, where UE A and UE B each has established a PDN connection for this communication, and each UE has been assigned an IP address by the PGW, e.g. IP@_A, IP@_B.
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Figure 1 One-to-one communication establishment in scenario 1
1a.
UE A establishes PDN connection, e.g. for an instant messaging application, and receives IP address, IP@_A, from PGW. The PDN connection can be used for carrying application-level data between UE A and UE B or just used for application-level registration between UE A and the APP server.
1b.
Counterpart of step 1a for UE B.
2.
UE A and UE B are in proximity, direct discovery is performed. UE A and UE B are authorised to setup direct path. The Layer 2 ID used on PC5 is also obtained in this step.

3a.
UE A sends IP@_A to UE B as IP address to be used on PC5.

3b.
UE B responds with its own IP address IP@_B. 
4a.
UE A generates a TFT to filter the IP packets to be sent on PC5, e.g. the packet filter of the TFT can be set as “destination IP address equals IP@_B”. This TFT is correlated with the radio bearer on PC5 so that packets filtered by the TFT can be sent to the direct radio bearer instead of the EPS bearer.
4b.
As step 4a, UE B generates a TFT to filter IP packets to be sent on PC5.

After the above procedure, the ProSe application data can be carried via direct path. If the communication data between UE A and UE B is switched from infrastructure path, this may trigger a UE-initiated bearer resource modification to modify the TFT of the EPS bearer where the ProSe application data has been carried.
It should be noted that, since the IP address on PC5 uses the same IP address of existing PDN connection, the PDN connection should be kept if the direct path remains established. Otherwise, when the communication between UE A and UE B needs to be switched back to infrastructure path, new PDN connection will be established and thus service continuity cannot be maintained.
Proposal 1: The UE should use IP address of existing PDN connection as the IP address on PC5.
Proposal 2: The UE should generate a proper TFT to filter ProSe-enabled application data to radio bearer on PC5 instead of EPS bearer.

Proposal 3: The PDN connection whose IP address is also used on PC5 should be kept if the direct path remains established.
2.2 Service continuity

The IP address allocation mechanism discussed in section 2.1 naturally supports service continuity since the IP address for ProSe-enabled application can remain unchanged during path switch procedures. There are two cases:
Case 1: Path switch from infrastructure path to direct path

This procedure is performed when the infrastructure path has been established and then direct path becomes available, hence the UE direct some traffic to the newly established direct path. As discussed in section 2.1, the IP address used on PC5 is the IP address of the PDN connection established to carry the application data when they’re EPC-routed. UE A and UE B both generate a TFT to filter the ProSe application data.
Case 2: Path switch from direct path to infrastructure path

This procedure is performed after the direct path has been established and then due to some reason, e.g. one UE moves away from its peer, the direct path cannot be maintained and should be switched to the infrastructure path. As discussed in section 2.1, since the IP address used on PC5 is the same as one of the IP addresses of exiting PDN connection, when the direct path needs to be switched to infrastructure path, the UE initiates bearer resource modification procedure corresponding to that PDN connection. The call flow is shown in Figure 2 below.
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Figure 2 Path switch from direct path to infrastructure path
1.
UE A detects direct path release trigger such as moving away of UE B.

2.
If UE A is in idle mode, it initiates Service Request procedure to enter connected mode.

3.
UE A sends a Bearer Resource Modification (TAD, QoS) message to the MME. The TAD indicates the operation of adding packet filters corresponding to the previously established direct communication. The request QoS parameter is also included.

4.
The MME sends the Bearer Resource Modification request to PGW via SGW..

5.
If the switch of direct communication to infrastructure path results in new dedicated bearer establishment, the PGW initiates dedicated bearer establishment procedure. If the switch of direct communication to infrastructure path results in modification of existing bearer, the PGW initiates bearer modification procedure.

6.
Step 2 to 5 is performed by UE B. After this step, UE A and UE B have both switched the communication from direct path to infrastructure path.

7.
The direct path between UE A and UE B is released.

Proposal 4: To maintain service continuity, during path switch between infrastructure path and direct path the IP address of the UE should not be changed.
Proposal 5: During path switch between infrastructure path and direct path, UE may need to initiate bearer resource modification procedure to modify the TFT of the impacted EPS bearer.
3. Proposal
It’s proposed to adopt the following changes in TR 23.713.

***************************First Change*************************

7.1
Solution for one-to-one ProSe Direct Communication

Editor’s note:
This clause is intended to document the agreed architecture solution for one-to-one ProSe Direct Communication.
7.1.1
Functional Description
Editor’s note:
General description, assumptions, and principles of the solution. 
The solution for one-to-one ProSe Direct Communication should follow the following principles:

-
The UE should use IP address of existing PDN connection as the IP address on PC5.
-
The UE should generate a proper TFT to filter ProSe-enabled application data to radio bearer on PC5 instead of EPS bearer.

-
The PDN connection whose IP address is also used on PC5 should be kept if the direct path remains established.
7.1.2
Procedures

Editor’s note:
Describes the high-level operation, procedures and information flows for the solution.

7.1.3
Impact on Existing Entities and Interfaces

Editor's note:
Impacts on existing nodes or functionality will be added.
7.1.4 
Topics for further study for one-to-one ProSe Direct Communication

Editor’s note:
Topics for FFS will be collected for this particular functionality. 
7.1.5
Conclusions on one-to-one ProSe Direct Communication

Editor’s note:
Conclusions will be collected for this particular functionality
7.4
Other ProSe Direct Communication related aspects

Editor’s note:
This clause will contain the solutions for other communication related aspects such as service continuity, QoS enhancements/premption etc as listed in objective ix of eProSe_Ext WID
7.4.1 
Solution for Service Continuity
7.4.1.1
Functional Description
Editor’s note:
General description, assumptions, and principles of the solution. 
The solution for service continuity should follow the following principles:

-
To maintain service continuity, during path switch between infrastructure path and direct path the IP address of the UE should not be changed.

-
During path switch between infrastructure path and direct path, UE may need to initiate bearer resource modification procedure to modify the TFT of the impacted EPS bearer.
7.4.1.2
Procedures

Editor’s note:
Describes the high-level operation, procedures and information flows for the solution.

7.4.1.3
Impact on Existing Entities and Interfaces

Editor's note:
Impacts on existing nodes or functionality will be added.

***************************End of Change*************************
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