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Abstract of the contribution: The paper studies the FPI packet marking solution further and proposes a way forward; and raises a number of questions to be discussed in RAN groups. 
Introduction

At SA2#103, a decision was made to progress the study on FPI packet marking solution. However, a number of questions remain open on how the packet marking solution works. Also, it was agreed to communicate the open issues to the RAN working groups in an LS. This paper identifies the main questions and proposes a way forward for the packet marking solution documented in the UPCON TR as well as for the LS to RAN working groups. 
RAN interpretation of the packet marking

One of the main discussion points has been on how to interpret the packet marking in the RAN. Currently, the FPI solution description includes the following points:

· If the target set by the PDB can no longer be met for one or more packet(s) belonging to SDF aggregate(s) with the same Priority level (across all UEs that have sufficient radio channel quality) then a scheduler should give precedence to meeting the PDB for the packets with higher FPI.

NOTE 6:
The details of scheduling are out of scope of 3GPP but implementations are assumed to ensure that starvation of flows with lower FPI is avoided.

But there are a number of problems with this approach:

· The text defines a priority relationship which leads to starvation of lower priority flows. But in Note 6 the text assumes that the implementations avoid starvation – for that, the implementation would have to violate the priority rule. Hence, the description is self-contradictory. If the priority relationship is not observed, it does not need to be defined. 
· The description is based on the Packet Delay Budget which is 300ms for QCI=9 traffic that is the most common. But the delay metric might not be the most relevant metric to base congestion handling on. Active queue management (AQM) mechanisms may be in place that have a control over how long delays are allowed before packets get dropped. For this reason, the FPI solution’s criteria about whether the delay reaches the pre-defined delay budget that is set to 300ms for best effort internet traffic may not be relevant. AQM mechanisms may introduce packet drops in a smart way in order to reach better delay characteristics, and the 300ms delay budget might never be reached even under severe congestion cases. That makes the FPI solution’s criteria irrelevant in practice. 
· Radio channel characteristics are ignored. Given that there can be orders of magnitude differences in the quickly changing channel conditions, ignoring them may lead to serious performance degradation. Radio channel is considered by existing mechanisms in the RAN node which e.g., schedule UEs when their channel is known to be better, possibly in a burst, and postpone transmission when the channel is temporarily in worse state or when the UE is unavailable (such as for DRX). Also, existing mechanisms in the RAN node can significantly improve spectral efficiency by adjusting radio resource allocation based on channel measurements. A priority mechanism that does not respect these RAN aspects can eventually lead to worse congestion handling than not having any packet marking at all. 

· Using priority relationship is too simplistic and may lead to undesirable and inefficient resource sharing of the expensive radio resources. In congestion situations, there is a mix of users and traffic types in RAN, and for high efficiency the flows should receive radio resources according to their characteristics and the value they bring for the user and for the operator. A simplistic priority solution where some flows get all or most of the radio resources may not be desirable. 
· Need for flexibility. Based on the aspects listed above, it is not realistic to use only a single parameter (priority) to determine the RAN treatment of a flow. Instead, the marking should be a scalar which points to a RAN configuration (as proposed already in S2-141893). That allows for one or more parameters to define the treatment. 

In previous discussions about packet marking, attempts have been made to address some of the aspects mentioned above, but none of the proposals were acceptable to all companies. The solutions depend on the actual implementation of the RAN node, and hence they are difficult or impossible to standardize. It must be also noted that the packet marking handling has to be harmonized with a number of other RAN mechanisms (QCI scheduler, interference cancellation, DRX, cell selection, etc.) where these RAN mechanisms have proprietary implementations. 

Since further attempts to standardize the RAN treatment of packet marking are not likely to be fruitful, it is proposed to leave the interpretation of packet marking up to implementation, similarly as for SCI in the GERAN case. The packet marking should be interpreted as a scalar which points to RAN configuration whose details are outside of 3GPP scope. 
In line with this proposal, the FPI (Flow Priority Indicator) terminology should be replaced by new terminology, since the treatment may not be priority based, and the marking is not an indicator in itself, just an index. It is proposed to use the FHI terminology for Flow Handling Index. 

Regarding the case of GERAN, the SCI marking is similar to the proposed FHI marking in that its interpretation is implementation specific. To harmonize GERAN with other RATs, it is proposed to re-name SCI to FHI.
 In case of access changes between RATs, if needed by the operator it is possible to change the marking rules by observing changes in the RAT Type parameter. It is sufficient to send a single FHI marking in all cases to the RAN. 

Should packet forwarding be used at RAT changes between GERAN and 3G/LTE, it may happen that some FHI marked packets are forwarded from GERAN to 3G/LTE or vice versa, and the marking for these packets have been done in the CN based on the source access. The operator should define the marking rules in such a way that the RAN configuration for a given marking is acceptable even in the transient periods of time while packet forwarding is in effect. 
It is currently left as FFS whether a GTP-U header extension or DSCP is used for packet marking. Due to the harmonization with GERAN, it is proposed to select the GTP-U option only in a way that is backwards compatible with the rel-11 SCI header. This is helpful not only for the CN to perform the marking, but also necessary in the case of packet forwarding cases between different RATs. DSCP based marking cannot be used in the case of GERAN, since the IP packet header is encrypted in the GERAN case. Note also that the use of GTP-U header also makes the processing simpler for the RAN node as it does not get new requirements to parse the IP header. 

FPI followed the same type of priority scheme on the flow level as described for QCIs on the bearer level, explaining their relationship. However, once the FHI packet marking does not necessarily correspond to a priority mechanism, it remains FFS how the packet marking differentiation co-exists with QCI based differentiation. This needs to be discussed further, involving RAN groups. 
Performance, complexity and cost efficiency aspects
When two flows need to be differentiated in RAN under congestion, it is possible to use the existing bearer approach and put the flows into different bearers identified by different QCIs, or it could be possible to define packet marking and mark the flows differently. In both cases, the flow classification is conveyed to the RAN node. 

However, the actual RAN behaviour cannot be the same for packet marking differentiation as for bearer differentiation due to the existing RAN protocol architecture which has been optimized bearers. 
· In the case of bearer based differentiation, different bearers use independent instances of the PDCP and RLC protocols. Hence, packets in different bearers can be queued and processed separately. The scheduler can pick one of the queues for the next data to transmit, taking into account a number of aspects such as bearer characteristics or radio channel properties, etc. The scheduler can quickly re-evaluate the selection criteria as appropriate. The RAN node can optimize the scheduler in combination with a number of other mechanisms such as AQM, DRX, link adaptation, etc. 

· In the case of packet marking differentiation, different flows of a UE share the same bearer, having a single PDCP and RLC protocol instance. Once PDCP and RLC processing has taken place, packets cannot be dropped or re-ordered, since these protocol layers have sequence numbering. Therefore, packet marking solutions are basically limited to actions that take place before PDCP and RLC processing. But in any implementation, a sufficient amount of packets must be already PDCP or RLC processed to allow the scheduler to fill up any available resources. This means that packet marking solutions need to act on subset of the data only within the RAN node.  
As a consequence, the differentiation capabilities of packet marking solutions are significantly less compared to bearer based differentiation. Furthermore, the implementation would have to introduce processing above the PDCP and RLC layers, something that is not done in current implementations. 
It is seen therefore that packet marking cannot achieve the same efficiency as possible with bearer based differentiation. Further, packet marking based differentiation has an implementation complexity due to the fact that it requires new types of differentiated treatment at a protocol layer where this is not currently performed. Due to this issue, packet marking based solutions are not expected to be cost efficient in the RAN node (besides the additional cost and complexity impact in the core network). Due to complexity impact, it is not reasonable for operators to expect lower licensing fees with packet marking compared to using bearer based differentiation. 
It is proposed to involve the RAN groups to further assess the performance of packet marking based differentiation as compared to bearer based differentiation; and assess the complexity impact of realizing packet marking in the RAN node. 
Also, the co-existence of packet marking with existing RAN mechanisms (including QCI differentiation) needs to be understood. Packet marking needs to be introduced in a backwards compatible way such that the QCI characteristics remain unaffected. One specific question about co-existence with QCI differentiation is how two flows are treated compared to each other that have both different QCIs and different packet marking. Is it allowed that the QCI based differentiation is modified by the use of packet marking differentiation, which risks backwards compatibility to QCI differentiation? Can packet marking differentiation only apply to flows of the same QCI, and how can such a scheme be realized in the RAN node? 
Motivations for packet marking
Looking at the UPCON SA1 requirements, packet marking solutions cannot satisfy any additional requirement compared to bearer based differentiation. Since bearer based differentiation is available in the specifications and in the implementations already today, it is important to understand what are the motivations for introducing an additional classification mechanism on the RAN-CN interface which can achieve similar results. This is important especially in light of the above analysis which shows that the performance of packet marking solutions are expected to be lower and they impose additional complexity to the RAN node. 
The following motivating factors have been mentioned so far. 

· Terminal support not available for bearers. This applies to 3G only, since LTE terminals have always supported multiple bearers. In the 3G case, Network Initiated Dedicated Bearers (NIDB) were defined in Release 7, but terminal support has been slower. However, major terminal chipset manufacturers now support this feature and hence terminal support for 3G NIDB is going to be available. Due to the support in the chipset, there is no need for additional support from the OS/terminal manufacturer. Therefore 3G terminal NIDB support is not expected to be a problem anymore. 
Note also that a 3G terminal that does not yet support NIDB can be handled by using a single PDP context whose QoS characteristics are changed in the network depending on the current traffic class. This approach does not require any terminal involvement. Even though this does not differentiate between multiple flows of a single UE, such an approach can be used to differentiate between UEs under congestion. Differentiation between UEs is considered more important for UPCON, because that case is more common during network congestion, and users themselves do not have control over the traffic flows of other users while they have the control to start or stop flows within a single UE. Hence this approach can be applied by an operator as a migration step for the decreasing set of 3G terminals without NIDB support. 
· Number of bearers for differentiation is limited. However, this has not been a problem in practice. Typical operator use cases can be efficiently solved with using only a few classes of traffic. It would be logical to follow a pragmatic approach and start with deployment experiences for a few classes of traffic differentiation before defining new mechanisms for more classes. 
Note also that limitations on the number of bearers apply only for the number of concurrent bearers for a given UE. It is indeed unnecessary that a single UE has too many bearers at a given point in time since the number of concurrent traffic classes for a single UE is low. As bearers can be established and released on demand, and different UEs can use different QCIs, the bearer approach is in fact not limited in the number of traffic classes it can handle in the system. 
It is proposed to further discuss and clarify the motivations for packet marking. 
Summary and Proposal
Based on the above discussion, we propose the following. 

1. Update the FPI packet marking description in the UPCON TR as follows. A text update proposal is given below.

a. The RAN treatment for a given packet marking shall be outside of 3GPP scope and left for implementation. 
b. Accordingly, the FPI terminology shall be replaced by new terminology: FHI for Flow Handling Index. 
c. Since the packet marking does not necessarily correspond to a priority mechanism, it remains FFS how the packet marking differentiation co-exists with QCI based differentiation in a backwards compatible way. 

d. Harmonize SCI with FHI such that the rel-11 SCI is re-named to FHI. Depending on operator requirements, it is possible to change the marking rules in the CN by observing the changes in the RAT Type parameter.

e. Use GTP-U option only rather than DSCP to convey packet marking to RAN. 
2. In the LS to the RAN groups, include the following aspects. 

a. Which UPCON requirements motivate the definition of packet marking solution as an addition to the existing bearer approach?

b. What are the constraints of packet marking based differentiation as compared to bearer based differentiation?

c. How are these constraints expected to affect the performance of congestion handling?

d. What is the complexity impact of realizing packet marking in the RAN node?

e. How does packet marking based differentiation co-exist with QCI based differentiation in a backwards compatible way? Is it allowed that the QCI based differentiation is modified by the use of packet marking differentiation? Can packet marking differentiation only apply to flows of the same QCI?
--------------------------------------START CHANGE------------------------------------------
6.2.1
Solution 2.1: Flow based traffic differentiation on the same QCI (FHI)
6.2.1.1
General description, assumptions, and principles

This solution addresses the key issue on "RAN user plane congestion mitigation". The solution also addresses certain aspects of the key issue on "Video delivery control for congestion mitigation" and certain aspects of the key issue on "Differentiated treatment for non-deducible service data flows in case of RAN user plane congestion".
Based on operator’s policies and on the information collected after some form of packet inspection (e.g. shallow packet inspection, L7 DPI, heuristic analysis or others) performed either by the GGSN/PGW or by the TDF, the GGSN/PGW marks each user plane data packet delivered in the downlink direction with a Flow Handling Index (FHI) identifying the expected RAN handling of the flow. 
For GTP-based interfaces the FHI marking is provided in downlink user plane packets.

NOTE 1:
The FHI should be defined as a GTP-U extension header that is backwards compatible to the rel-11 SCI. 

Editor's note: If and how the approach can be exploited also in the uplink direction is FFS.

For PMIP-based S5/S8 interface, the FHI marking is provided by the GGSN/PGW/TDF as context data in downlink user plane packets using one of the following options:

· Network Service Header (NSH) [12]: The SGW performs GTP-U FHI marking based on the received FHI marking from GGSN/PGW that is encoded in the NSH context data. 

NOTE 2: 
A Network Service Header (NSH) supports adding metadata to a packet.  The packets and the NSH are then encapsulated in an outer header for transport. One example for NSH encapsulation is GRE as illustrated in section 5 of [12]. The details of how to encode FHI as NSH context data is up to Stage 3.

· DSCP of the outer IP header

NOTE 3:
Marking of DSCP bits for this purpose can interfere with appropriate traffic handling in some operator transport networks. The DSCP marking may also get remarked by routing entities within the operator networks.

· Tunnelled DSCP: The PGW/GGSN/TDF may tunnel packets to the SGW and provide the FHI within the DSCP of the inner IP header. This ensures that DSCP markings used in the operator’s network can still be applied to the outer DSCP field of the tunnel in order to keep the transport network unaffected. The SGW is required to replace the DSCP marking of the inner IP header with operator defined values based on configuration.


The usage of the FHI is expected to be useful for Non-GBR QCIs only.

NOTE 5:
According to 3GPP TS 23.203, services using a GBR QCI and sending at a rate smaller than or equal to GBR can in general assume that congestion related packet drops will not occur.

The FHI is not intended to replace the QCI. The FHI and the QCI handling are described below:

· Both the FHI marking of each user plane packet and the Priority level associated to a Service Data Flow (SDF) aggregate via its QCI are used to differentiate between IP flows of the same UE, and are also used to differentiate between IP flows of different UEs.

· Via its QCI an SDF aggregate is associated with a Priority level and a Packet Delay Budget (PDB). As defined in subclause 6.1.7.2 of [11], if the target set by the PDB can no longer be met for one or more SDF aggregate(s) across all UEs that have sufficient radio channel quality then a scheduler shall give precedence to meeting the PDB of SDF aggregates with higher Priority level.

· Flows with different FHI may be treated differently in the RAN node. The FHI is interpreted as a scalar pointing to a RAN configuration.  How the differentiation is achieved and how the RAN configuration is defined are implementation specific and outside the scope of 3GPP. 
NOTE 6:
Implementations are assumed to ensure that starvation of flows with lower FHI can be avoided.
Editor's note: It is FFS how does QCI based differentiation co-exists with packet marking based differentiation in a backwards compatible way. Is it allowed that the QCI based differentiation is modified by the use of packet marking differentiation? Can packet marking differentiation only apply to flows of the same QCI?
If the usage of the FHI is enabled in the RAN, the packets that do not include any FHI marking should be scheduled according to a default FHI pre-configured in the RAN. The default FHI may be configured per PLMN.

NOTE 7:
The default FHI pre-configured in the RAN allows support of home routed roaming scenarios where the FHI is used in the VPLMN but not in the HPLMN. The default FHI pre-configured in RAN also enables deployment scenarios where, based on operator's configuration, only downlink user plane packets belonging to specific applications, or application data flows, are marked by the GGSN/PGW with the FHI, while the rest of traffic is not marked. If the usage of the FHI is not enabled in the RAN, the RAN shall ignore the Flow Handling Index if received over the S1-U, S12 or other interface, i.e. the RAN shall treat the user plane packet normally.
The usage of the FHI, in conjunction with the QCI, to differentiate the treatment of user plane data packets has the following characteristics and peculiarities:

· It is applicable to UTRAN and E-UTRAN. 
· Delivery of the FHI in downlink user plane data packets should be supported for both GTP-based and PMIP-based S5/S8.

· Information to enable charging differentiated on the FHI assigned to the packet flow should be included in charging records and transferred over online/offline charging interfaces. This is because the FHI can be used for traffic handling differentiation, hence may affect the user experience of the customer and may be used by the operator to create different service profiles. The flow/application-based charging function of PCC is used to fulfil this purpose. To enable differentiated charging for this purpose, the operator may assign different charging-keys or different charging-key/service-identifier pairs to the PCC/ADC rules matching the respective service data flows/detected application traffic.
· It should be possible for the GGSN/PGW to set the FHI based on subscription. Support for PCC control of the feature is therefore necessary.

As discussed for SIRIG during the Rel-11 timeframe, from a deployment perspective it would be beneficial to also support scenarios where the packet classification required to properly set the FHI is performed by a TDF, rather than the GGSN/PGW. To that purpose a mechanism is required to transfer the outcome of the packet classification process from the TDF to the GGSN/PGW, so that the GGSN/PGW can then use that information to mark packets in the downlink direction. Possible tunnelling/marking mechanisms that could be used to solve this issue are described in 3GPP TR 23.800 [5] Annex B.
The following tunnelling/marking solutions are under consideration to be used between the TDF and the GGSN/PGW in order to classify packets detected by the TDF:

-
DSCP

NOTE 8:
Marking of DSCP bits for this purpose can interfere with appropriate traffic handling in some operator transport networks. The DSCP marking may also get remarked by routing entities within the operator networks.

-
Tunnel which carries DSCP marking implemented in the inner IP packet header

In case of Tunnel which carries DSCP marking implemented in the inner IP packet header option, original DSCP markings used in operator's network are used in the outer DSCP field of the tunnel in order to keep the transport network unaffected. The examples of the tunnels which may carry the DSCP marking are: GRE, IP-in-IP tunnel, depending on implementation. 
Editor's note: The additional tunnelling options (e.g. GTP-U) are FFS and can be exploited in the future.

Editor's note: It is FFS if and how RAN user plane congestion awareness can be exploited to optimize the solution described in this section. For example an option to be investigated is the possibility to enable the packet classification required to properly set the FHI only in case of RAN user plane congestion, in order to minimize the performance impacts on the GGSN/PGW or the TDF. 
6.2.1.2
High-level operation and procedures

Overall the solution would work as described below (see Figures 6.2.1.2-1 and 6.2.1.2-2):

· In case the packet classification is performed by the GGSN/PGW, upon packet classification the GGSN/PGW derives the FHI to be provided in downlink user plane data packets based on configuration or based on the FHI parameters received from the PCRF within the corresponding PCC Rule. In case the packet classification is performed by the TDF based on configuration or based on ADC rules received from the PCRF, the TDF marks the packet according to the result of the packet classification. Then, GGSN/PGW performs FHI marking based on PCC rules which take into account the result of packet inspection received from the TDF and then provides the FHI marking in the downlink user plane data packets. In case DSCP marking is used to convey the FHI and the TDF has already performed DSCP marking to classify packets, GGSN/PGW is not required to perform FHI marking.
· When receiving the FHI in a user plane packet and if a new GTP-U extension header or the NSH is used to convey the FHI, the SGSN, or the Serving Gateway (SGW), copies it, without modifying its value, into a correspondent information element over Iu or S1. In order to support roaming scenarios, the FHI should be forwarded over Iu or S1 together with the HPLMN ID and additional information, added by the SGSN or SGW, which indicates whether the FHI is assigned by a GGSN/PGW in the Home PLMN, by a GGSN/PGW in the Visited PLMN or by a GGSN/PGW for which the FHIs are coordinated across the different operator group PLMNs and the serving PLMN of the SGSN or SGW (Operator Group GGSN). Absence of additional information is an indication of a VPLMN provided FHI.
NOTE:
The SGSN or SGW determines and indicates "Operator Group GGSN" based on local configuration.

· For roaming subscribers, based on local configuration, and taking into account the HPLMN ID and the GGSN/PGW location information provided by the SGSN or SGW, the RAN may remap the FHI received in the downlink user plane packet to a value locally configured in the RAN. The RAN uses the FHI associated to each downstream user plane packet and the QoS parameters associated to the bearer, such as the QCI, to prioritize the packets delivered over the air interface.
Editor's note: The current description of the usage of the FHI in roaming scenarios is aligned with what was defined in Rel-11 for SIRIG, where remapping of the SCI values in downlink user plane packets is performed by the GERAN access in VPLMN. 
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Figure 6.2.1.2-1: RAN congestion mitigation based on the FHI with packet classification performed by the GGSN/PGW. (FPI marking is to be interpreted as FHI marking.)
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Figure 6.2.1.2-2: RAN congestion mitigation based on the FHI with packet classification performed by the TDF. (FPI marking is to be interpreted as FHI marking.)
To harmonize GERAN with other RATs, it is proposed to re-name SCI to FHI. In case of access changes between RATs, if needed by the operator it is possible to change the marking rules by observing changes in the RAT Type parameter. It is sufficient to send a single FHI marking in all cases to the RAN. 

Should packet forwarding be used at RAT changes between GERAN and 3G/LTE, it may happen that some FHI marked packets are forwarded from GERAN to 3G/LTE or vice versa, and the marking for these packets have been done in the CN based on the source access. The operator should define the marking rules in such a way that the RAN configuration for a given marking is acceptable even in the transient periods of time while packet forwarding is in effect. 


6.2.1.3
Impact on existing entities and interfaces

GGSN and PGW:

· Marking of the Flow Priority Indicator (FHI) in downlink user plane data packets based on the configuration or the policies received from the PCRF and the information collected after some form of packet inspection.

· In case DSCP marking is used to convey the FHI and the TDF has already performed DSCP marking to classify packets, GGSN/PGW is not required to perform FHI marking.

· Inclusion of the information needed to enable charging based on FHI when reporting over online/offline charging interfaces and when performing credit control over online charging interfaces.

· In case the TDF is deployed for packet classification, taking into account the received packet classification for determining the FHI value which is then provided in the downlink user plane data packets.

TDF:

· Marking of the downlink user plane data packets based on the configuration or the policies received from the PCRF and the information collected after some form of packet inspection.
· Inclusion of the information needed to enable charging based on FHI when reporting over online/offline charging interfaces and when performing credit control over online charging interfaces.

· Inclusion of the FHI in CDRs and transfer the FHI over online/offline charging interfaces.
NOTE:
This can be done if TDF marks the classified packets in the same way as PCEF will mark FHI in the downlink packets. This can be achieved by having appropriate configuration at the TDF or appropriate ADC Rule setting by the PCRF. 
SGSN and SGW:

· For GTP-based S5/S8, when receiving the FHI in a packet, the SGSN, or SGW, copies it, without modifying its value, into a correspondent information element over Iu or S1.

· For PMIP-based S5/S8, the SGW performs GTP-U FHI marking over S1/S4 based on the NSH or the DSCP marking over S5/S8.

· Together with the FHI, the SGSN, or SGW, provides to the RAN the HPLMN ID and additional information, which indicates whether the FHI is assigned by a GGSN/PGW in the Home PLMN, by a GGSN/PGW in the Visited PLMN or by a GGSN/PGW for which the FHIs are coordinated across the different operator group PLMNs and the serving PLMN of the SGSN or SGW (Operator Group GGSN).
PCRF:

· Provision of PCC/ADC Rules to control FHI marking on per subscriber and/or per application basis.

OCS and OFCS:

· Support for charging differentiation on the applied FHI based on the principles for PCC flow/application based charging.

BSC, RNC and eNodeB:

· Usage of the FHI, in conjunction with the QCI, to differentiate the packet handling over the air interface.

· 
6.2.1.4
Solution evaluation

Advantages: 
-
Achieves congestion mitigation by differentiation of traffic 
-
Does not require the marking of all traffic though it does require packet classification.

-
Allows for differentiation beyond the granularity possible with standardized QCIs.


-
Avoids the need for fast and fine-granular feedback about RAN congestion to CN for realizing traffic prioritization at the PCEF/TDF.

-
Prevents RAN node underutilization as the available capacity will always be used (if downlink traffic is available).

-
No functional impact on UE.

Disadvantages:
-
Usage of FHI increases complexity of RAN node. 
-
Impacts User Plane signaling (GTP header or IP header).
Additional considerations:


-
No support for application layer or content-level optimization or adaptation mechanisms.

--------------------------------------END CHANGE------------------------------------------
� One may also consider to use SCI as a common terminology for all accesses; however the SCI (Service Class Identifier) is more specific as it refers to services while flow classification may take into account a number of other criteria as well. Therefore the FHI terminology is seen as more general and more appropriate to be used for all RATs. 
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