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Abstract of the contribution: The paper proposes a way forward regarding message aggregation which has a limited impact and at the same time it can significantly reduce the number of messages.
Introduction

The current description of the offpath solution 1.5.5 mentions that DRAs are used to find the PCRF serving a given IMSI/APN combination. While the use of DRAs is straightforward way to route Np messages to the right PCRF, it has not yet been investigated whether all messages on Np should be routed by DRAs in all cases. A related question is whether an Np message contains congestion information for a single UE only, or whether we can aggregate information for multiple UEs into a single message to decrease the total amount of Np signalling. The question of message aggregation also has a relationship to message routing. 
We look at the main alternatives on the questions of message aggregation and routing on the Np interface. We investigate the system aspects of these questions in order to draw conclusions which can facilitate stage 3 work on the protocol aspects. 
Analysis of Np aggregation and routing options
We see the following main alternatives. 

Alternative A: No message aggregation, DRA routing only. In this case, a single message on Np always contains the congestion information for a single UE and APN only, and the message is routed by DRA to the appropriate PCRF. A clear advantage of this solution is its simplicity: it can use existing principles to use DRA for message routing. Also, having messages on a per UE per APN basis is similar to existing PCC interfaces, thus minimizing the protocol impact on the PCRF. 

On the other hand, this solution option has the highest signalling impact. It may happen that there are dozens or even hundreds of UEs that become affected by congestion in a given eNB at the same time, and we would be forced to use individual messages on the Np interface for each of the UEs. This puts a high signalling load on both the RCAF and the PCRF nodes. 

Alternative B1: Aggregated messages only, no DRA routing to individual PCRFs. In this case, the RCAF can aggregate the congestion information for multiple UEs into a single message. The RCAF then sends this aggregate message to all PCRFs in the network. The PCRF nodes only act on the UE, APN combinations for which they have an IP-CAN session. In this way, the signalling load can be significantly reduced. 
On the other hand, the PCRFs arenow faced with the task to filter the information. This might be less of a problemsin networks where there is only one or perhaps two PCRF nodes; but with more PCRF entities this puts an unnecessary burden on the PCRF nodes. This additional burden on the PCRF nodes can negate the gains of message aggregation. Also, this option does not make use of the DRA functionality which would be a waste of resources as DRA functionality is already deployed. 

Alternative B2: Aggregated messages only with DRA message splitting. In this alternative, the RCAF can aggregate the congestion information for multiple UEs into a single message. The RCAF then sends this aggregate message to the DRA, which splits up the message into multiple messages and routes it to the PCRFs, so that each PCRF gets only the part of the message for the applicable IMSI, APN combinations. This alternative can significantly reduce the signalling load, and also makes use of DRA functionality to avoid PCRFs receiving irrelevant information. 

On the other hand, this solution has a high impact on DRA which today does not have a means to split a single message into multiple messages. 
Alternative C: Initial message is per UE (not aggregated) and routed by DRA. Subsequent messages are aggregated. In this alternative the RCAF sends the first message for a given UE, APN combination without any aggregation, using DRA routing. Once the PCRF is found, the RCAF is notified about the PCRF in use and the RCAF stores the information in the UE context. In subsequent messages, the RCAF can aggregate the information for multiple UEs that are served by the same PCRF into a single message in order to aggregate and reduce the signalling load. Given that the PCRF identity is already known at that time, there is no need to involve DRA for subsequent messages. 
Since the UEs typically stay attached to the network for longer periods of time and in many cases the RCAF is expected to be unchanged also for longer periods of time, there can be many congestion level changes while the UE stays at a given RCAF. Since this approach can introduce signalling optimization already at the second congestion level change, this alternative is expected to result in significant signalling savings. At the same time, DRA functionality can be re-used for finding the PCRF. 

Proposed way forward

The following conclusions are made based on the analysis above. 
Alternative A has the least complexity impact, but has the highest signalling impact. Since Np is being defined now as a new interface, there are no backwards compatibility issues to address. In typical cases, the congestion information on Np will appear simultaneously for groups of UEs, and it would be better to take this into account and allow for aggregating messages on Np. So we propose not to use Alternative A. 

Alternative B1 is not efficient with multiple PCRFs in the network as it requires multiple PCRFs to process the same information, which can negate the gains of message aggregation. This alternative is wasteful as it leaves the DRA functionality unused. Hence that option is not proposed. 

Alternative B2 is too complex from the DRA’s point of view and hence it is not proposed. 

Alternative C can achieve reduced signalling load and is relatively simple to realize as well. It does require two types of messages (non-aggregated and aggregated), but that impact appears limited and well justified by the signalling gains. We propose to go ahead with this alternative, which will be further elaborated below. 
As discussed above, alternative C has two types of messages on Np for transfer of congestion information from RCAF to PCRF, which are detailed below. 
· Non-aggregated messages, which are sent on a per UE per APN basis using DRA routing. The IMSI and the APN can be used to route messages. 
· Aggregated messages, which are sent between a given RCAF and PCRF and contain congestion information for multiple UEs. An ANp destination id (Aggregate Np destination id) is allocated for these aggregate messages which determine the destination of the message. 

The congestion reporting can then take place as shown in the figure below. 
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1. RCAF indicates congestion information for a given UE. This message is routed by DRA to the appropriate PCRF based on IMSI and APN. 

2. The PCRF allocates an ANp destination id to identify the destination for the given UE and APN for the RCAF when sending aggregate messages, and reports it in the RUCI acknowledgement. The ANp destination id contains the identity of the PCRF. (Whether the ANp destination id is an already existing AVP, or whether extensions or a new AVP is defined for this purpose, is left for stage 3 work.)

3. The RCAF stores in the UE context to use the indicated ANp destination id for the given IMSI, APN combination. 

4. Subsequent congestion information for the given UE is sent as an aggregate message (RUCI). Such a message can contain the congestion information for multiple UEs. These UEs can have different congestion levels, which are indicated in the message. An aggregated message is always destined to a single PCRF only, and can be routed directly to that PCRF.. 

5. The aggregated RUCI is acknowledged. 
How the RCAF decides in step 4 about which information should be contained in a single aggregated message out of the UEs with a given ANp destination id is out of the scope of the specifications. E.g., the RCAF may aggregate information only for a given cell or eNB into a single message. Alternatively, the RCAF may wait for a configurable period of time to aggregate information from multiple cells or eNBs into a single message. 

An aggregate message contains the same information as the individual per UE congestion indications. It is possible to structure or compress the aggregate Np messages in various ways. Whether and how to perform such structuring or compression is left for stage 3 work. 
Proposal
It is proposed to capture the use of aggregate Np messages as described above in the normative specifications as shown in S2-142359. 
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