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Introduction

This paper suggests an approach to combine the CN-based and RAN-based solutions in such a way that the solution can provide high flexibility and allow the operators to control mitigation actions under congestion situations and at the same time facilitate a high performing system, avoiding performance and co-existence issues that current CN-based solutions suffer from. The solution does not require new standardization work as it relies on the existing bearer approach. The solution uses RAN implementations to realize congestion detection and congestion level specific traffic limitation to achieve similar mitigation actions as CN policy-based congestion mitigation. 
Proposal

It is proposed to include the following solution component into the UPCON TR. 
=========================START CHANGE=================================
6.2.3
Solution 2.3: Enhancing existing bearer concepts

6.2.3.1
Solution principles

This solution is targeting to solve RAN user plane congestion mitigation by re-using and enhancing the existing bearer concept to cope with RAN overload situations. This solution is based on the following principles and pre-requisites:

-
The Core Network is in charge of subscriber and service management (policy control) and is not required to be aware of RAN resources or cell load situation.
-
The RAN takes care of congestion handling, resource management (RRM) and performs resource allocations (policy enforcement).
-
The QoS and priority on a per subscriber or service level (= policy) is delivered from the Core Network to the RAN via bearer specific signalling.

-
The UE supports multiple dedicated bearers, which can be pre-established, e.g. established at time of attachment to the network. Dedicated bearers are used on a per need basis and it is up to the operator how many are pre-established. At least one dedicated bearer is required for moving traffic from the default bearer.
-
Deep Packet Inspection functionality in the network (via PCEF enhanced with ADC or TDF) is used to identify application traffic and classify/mark data packets. On a per need basis and at any time this functionality could also be used for radio bearer reconfiguration, e.g. addition of a new dedicated bearer fitting to the detected application class.

-
The PCEF performs the bearer binding based on the configured PCC rules and packet classification, i.e. traffic flows are allocated to certain (pre-established) dedicated bearers in downlink direction based on SDF rules and the actual packet marking. These dedicated bearers are adapted to carry certain types of applications e.g. by using pre-defined QCI and ARP values.

NOTE 1:
If the Deep Packet Inspection functionality is integrated in the PCEF, the PCEF can use it for evaluating the bearer binding for SDFs detected via pre-defined PCC rules.

-
In case the Deep Packet Inspection is performed by the TDF, the TDF classifies the packets and applies corresponding markings. Then the PCEF, upon receiving those marked packets, performs the bearer binding based on the configured PCC rules and packet classification, i.e. traffic flows are allocated to certain (pre-established) dedicated bearers in downlink direction based on SDF rules and the actual packet marking. These dedicated bearers are adapted to carry certain types of applications e.g. by using pre-defined QCI and ARP values.
-
In uplink direction the UE can, without the need for an update of installed TFTs, use the same bearer as the network used in downlink direction for a certain flow. This is applicable in case of DSCP based marking performed by the PCEF. In such a case it is also under consideration that TDF, in order to apply marking of packets sent to the PCEF, uses either

-
DSCP

NOTE 2:
Marking of DSCP bits for this purpose can interfere with appropriate traffic handling in some operator transport networks. The DSCP marking may also get remarked by routing entities within the operator networks.

-
Tunnel which carries DSCP marking implemented in the inner IP packet header

In case of Tunnel which carries DSCP marking implemented in the inner IP packet header option, original DSCP markings used in operator's network are used in the outer DSCP field of the tunnel in order to keep the transport network unaffected. The examples of the tunnels which may carry the DSCP marking are: GRE, IP-in-IP tunnel, depending on implementation.

The solution also addresses the following limitation with the current EPS bearer concept:

-
An application uses (potentially many) very short-lived parallel UDP and/or TCP data flows, for which service data flow filters detected via ADC/PCC rules are too short-lived to allow PCC system to control them using SDF templates (aka application with non-deducible service data flows).

6.2.3.2
High-level operation and procedures

The EPS bearer concept allows establishing dedicated bearers in addition to the default bearer. Different QoS parameters (QCI and ARP) can be assigned to each dedicated bearer. This guides the radio scheduler to assign resources to each bearer according to the bearer's priority and the actual cell load, thus is able to reduce the throughput of low-priority traffic in case of congestion.

The radio scheduler is able to differentiate any multi-rate traffic mix, it estimates the resources required for GBR bearers and shares the remaining resources between non-GBR bearers according to traffic priority.
A dedicated non-GBR bearer may carry several applications requiring similar QoS treatment in CN and RAN. The core network can be aware of applications and their QoS requirements by using DPI functionality and assigns applications with similar QoS and priority requirements to one dedicated bearer. This allows the RAN to reduce the throughput of low-priority applications (carried in appropriate dedicated bearers) once congestion occurs without explicit notification and assistance of the core network.

NOTE 3: In one possible realization, the RAN can detect the congestion level based on monitoring of RAN resources and related metrics. On a subset of QCIs, RAN can be configured with parameters regarding how traffic should be limited according to a bitrate limitation in case criteria for a given congestion level is met. As a result of bitrate limitation, traffic above the bitrate limits might not be delivered under congestion situations. Traffic limitation, when applied for a given QCI, takes place before QCI based differentiation is applied. Traffic that does not exceed the bitrate limitation for the given congestion level is served first and handled as determined by its QCI. Excess traffic that is over the bitrate limitation is delivered only when there is remaining capacity. 
NOTE 4: The RAN node has knowledge about the instantaneous radio channel conditions of the individual users, and that knowledge can be taken into account in the radio resource management decisions.
The number of established dedicated bearers per UE, e.g. based on subscriber priority (bronze, silver, gold), is determined by operator policies. Operator can also determine whether and which of the dedicated bearers are pre-established, e.g. at time of attachment to the network.

The basic concept of this solution as shown in the following figure is to combine the load-aware functionality in the RAN (eNB/NodeB) with the application and policy awareness of the core, which is enhanced by DPI functionality to detect certain applications. Two configurations are possible, PCEF enhanced with ADC and TDF:
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Figure 6.2.3.2-1: Reference architecture with PCEF enhanced with ADC.
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Figure 6.2.3.2-2: Reference architecture with TDF.
In order to limit the need for frequent bearer modifications each UE may have a small number of pre-allocated dedicated bearers (at a minimum, one pre-allocated dedicated non-GBR bearer would be needed for selected UEs). In case of PCEF enhanced with ADC, the application detection is done as part of the SDF filter evaluation, which may implicitly entail usage of DPI functionality. In case of TDF, the application detection is provided by the TDF which classifies the packets and applies corresponding marks. The PCEF has SDF filters configured using those marks and the SDF filter evaluation leads to appropriately assigning the marked packets to the pre-established bearers. This can be achieved by using filter rules including ToS classification according to TS 29.212 [7] and marking the packets with DSCPs accordingly. 

The allocation/modification of bearers can be further optimized when triggered by subscriber policy which reflects service subscription information; either controlled by the PCRF or pre-defined via local policies in the PCEF. Inactivity timers can be used to remove idle bearers. Dedicated bearers may consume network resources; however with intelligent management the total number of active dedicated bearers can be controlled.

In addition, if the UE performs automatic flow mapping to bearers in uplink direction (which is a new functionality in the UE) allows for reusing the downlink QoS bearer optimization also for uplink congestion mitigation.
Table 6.2.3.2-1: Example of flow tracking for automated bearer mapping.

	Remote IP
	local port
	remote port
	protocol
	DSCP
	dedicated bearer
	life time state
	state

	199.239.136.200
	51452
	80
	TCP
	12
	1
	60s
	active

	85.183.195.96
	51455
	80
	TCP
	12
	1
	70s
	active

	74.125.43.149
	51459
	80
	UDP
	12
	1
	70s
	active

	2.18.175.139
	51470
	80
	TCP
	14
	2
	30s
	active



The UE can learn how flows must be mapped to dedicated bearers by simply tracking the flows in downlink direction and assign corresponding packets in uplink direction to the same bearers. The flow table (see example in Table 6.2.3.2-1) contains all flows detected in dedicated bearers (downlink direction, i.e. mapped by packet core). In uplink packets are mapped according to flow table entries stored in the UE. In that sense each entry emulates an uplink filter, which is not created by signalling, i.e. flow table entries take precedence over TFT filters in the UE. DSCP value is reflected into uplink packets to comply with TFT verification rules in the core network. Flow entries which are aged out can be actively removed by the UE (e.g. TCP FIN packet can trigger flow removal).

Optionally, if the core receives RAN congestion information in band or out band signalling, the information can also be used adjusting the bearer configurations dynamically and at any time, e.g. establishing a new dedicated bearer for certain application traffic.
6.2.3.3
Impact on existing entities and interfaces
For subscriber differentiation based on subscription data, the solution doesn't require any standardisation effort in case of DSCP marking usage.
TDF/PCEF:

-
For application differentiation, the DPI functionality is required in the network. The DPI functionality can be part of a TDF or a PCEF enhanced by ADC.

-
In case of TDF, the derived marking is based on configuration or based on the new parameter received from the PCRF within the corresponding ADC Rule.
UE:

-
Needs to support multiple dedicated bearers.

-
For uplink congestion mitigation the UE needs to automatically assign packets from certain flows to the corresponding bearers in uplink direction. 

Editor's Note: It is for further study, what are the standardization impacts on the UE. 
6.2.3.4
Solution evaluation

-
This solution offers an alternative way to solve key issue #1, i.e. RAN user plane congestion mitigation by re-using and enhancing (e.g. using DPI functionality in the network or improve uplink bearer usage) the existing bearer concept, i.e. no or only minor standardisation effort is required.

-
It fully supports congestion handling on subscriber- and application-level.

-
Standardized interfaces and procedures for multi-vendor support are re-used. No new interfaces or protocols are required. 

-
No impacts on RAN foreseen as the existing bearer based QoS control concept are re-used.

-
It does not rely on any form of RAN congestion awareness in the core, i.e. no feedback loop is needed and there is no issue with signalling load towards and in the core network. If RAN congestion information is indicated to the CN, bearer usage can be adapted and optimized. 
-
It works also for fast changing load and congestion situations in RAN. It is much more responsive to congestion and scalable than any feedback-based solution.

-
It allows the radio scheduler a full visibility about the traffic demand, so RAN can work in full buffer model and can allocate traffic to available resources according the current radio conditions. It allows the RAN to react on congestion situations without assistance from CN.

-
It does not support content-level optimization or adaptation mechanisms, as these are typically building on core network functions. Application-level adjustments would require congestion feedback towards the core network.

-
It requires the capability of the UE to support multiple dedicated bearers which is guaranteed within EPS. The number of different prioritisation levels is limited to the UEs capability to support several established dedicated bearers. Furthermore, it depends on operator's bearer configuration policies, e.g. the VPLMN operator might have different bearer policies than the HPLMN operator.

-
In order to replicate the optimised downlink QoS control in uplink, the UE is required to perform automatic flow mapping in uplink direction. This requires that the traffic aggregate can be unambiguously identified by the IP-5-tuple.

-
In respect to application detection, this solution has the same implications (i.e. DPI processing load or issues with non-deducible service data flows) as in-bearer marking solutions (e.g. SCI or FPI).

-
The proposed multiple dedicated bearer solution allows for re-use of the bearer based QoS mechanism in RAN and CN, thus going beyond pure in-bearer packet prioritisation.
=========================END CHANGE=================================
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