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Abstract of the contribution: The contribution discusses MCPTT interactions with ProSe and GCSE. It proposes to define four MCPTT operation modes that can be used to assist categorisation of candidate solutions. Possible architectural implications for each of the four modes are also discussed. (The paper borrows from similar paper submitted last year S2-131855).
1
Discussion
MCPTT can operate in three or four different modes. We believe that it would be beneficial for the future work to define these modes of operation so that candidate solutions can be categorised accordingly. The proposed modes of operation are as follows:

1. Network-mode operation (NMO): MCPTT mode of operation where the UE is served directly by E-UTRAN and uses MCPTT service provided by the network;

2. Network-mode operation via relay (NMO-R): MCPTT mode of operation where the UE is served by a ProSe UE-to-Network Relay and uses MCPTT service provided by the network;

3. Direct-mode operation (DMO): MCPTT mode of operation where the MCPTT service is supported over ProSe Communication paths without network involvement.

4. Direct-mode operation via relay (DMO-R): MCPTT mode of operation where the UE is served by a ProSe UE-to-UE Relay and the MCPTT service is supported over ProSe Communication paths without network involvement.

We suggest to briefly explore potential architectural implications for each of the four modes, the way we see it.
2
NMO and NMO-R
The NMO and NMO-R modes are very similar in that they both rely on a centralised architecture where the MCPTT service is provided via a network entity (the MCPTT server) that handles most of the communication and group management aspects.

An example of such MCPTT architecture for NMO and NMO-R is depicted in Figure 1 (the nodes that are not expected to be impacted by MCPTT are hidden under a yellowish rectangle).

UE_1 operates in NMO mode. The main focus of the MCPTT work naturally be on the definition of the MCPTT-specific GC1 reference point between the MCPTT client in UE1 and the MCPTT server in the network (which is a specific instantiation of the generic GCSE application server).

Given the existence of related work that has been done in other standards bodies (OMA PoC, TCCE) on a similar reference point, we expect that GC1 for MCPTT will be based on the SIP protocol.

UE_2 operates in NMO-R mode and is served by UE_R acting as a ProSe UE-to-Network Relay. The UE-to-Network Relay defined in Rel-12 is a Layer-3 relay, meaning that at basically acts as an IP router, which does not preclude addition of an ALG (Application Level Gateway) function in the Relay.
There are accordingly two options for the MCPTT client in UE2:

· Transparent Relay option: The MCPTT client has a direct GC1 interface to the MCPTT server (dotted-dash line in Figure 1),
· ALG Relay option: The MCPTT client has a GC1bis interface to the MCPTT ALG function in the Relay (dashed line in Figure 1).
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Figure 1: High level architecture view for NMO and NMO-R
We expect that most (if not all) of the service requirements defined for NMO will also apply to NMO-R. On top of that, we expect that NMO-R will have some additional requirements related to MCPTT service authorisation on per-user or per-group basis, similar to those defined in TS 22.468, copied hereafter (relevant text highlighted in yellow):

A public safety ProSe-enabled UE not served by E-UTRAN shall be able to support Group Communication based on ProSe Communication paths. A public safety ProSe-enabled UE shall be able to dynamically express its interest in receiving, via a public safety ProSe UE-to-Network Relay, the Group Communications of one or more GCSE Groups for which it is authorized.

A public safety ProSe UE-to-Network Relay shall be able to relay Group Communication to/from ProSe Communication paths, if the following conditions apply:

· the GCSE Group is allowed to be relayed; and

· the public safety ProSe UE-to-Network Relay is allowed to relay Group Communication. 

A public safety ProSe UE-to-Network Relay shall be able to restrict the relayed Group Communication on a per group basis.

While the definition of the Layer-3 Relay functionality will be completed as part of the Rel-13 ProSe_ext work item, the decision whether both Transparent Relay and ALG Relay are needed should be in the scope of MCPTT.

3
DMO
We expect that the DMO is supported using the ProSe One-to-Many Communication functionality defined in Rel-12.
ProSe one-to-many communication is connectionless and fully decentralised, which also calls for a similar decentralised architecture at the application layer.
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Figure 2: High level architecture view for DMO
Depicted in Figure 2 is an example architecture for DMO.

GC1-dmo is the inter-UE application level interface connecting the MCPTT clients for DMO operation (MCPTT-DMO clients). We expect that the MCPTT-DMO client will be radically different from the SIP-based client for NMO and NMO-R operation. In particular, it is questionable whether the MCPTT-DMO should be SIP-based, given that the underlying PC5 architecture is fully decentralised and given that the membership of this ad hoc network is unstable, due to the fact that UEs may move constantly in and out of each other’s coverage. This architecture also calls for a fully decentralised floor control, in contrast to the NMO/NMO-R architecture where the floor control can be executed from the MCPTT server.

The MCPTT-DMO client may also support functionality for location, presence or status reporting, as identified in the Stage 1 requirements.

In contrast, we do not expect any PC5 changes for support of DMO.
4
DMO-R
Depicted in Figure 3 is an architecture for DMO-R. It relies on the ProSe UE-to-UE Relay functionality that needs to be defined in Rel-13 as part of ProSe_ext. At application layer we assume there is an MCPTT-DMOR client and an MCPTT-DMOR server functionality in the Remote UE and Relay UE, respectively.
The interface between the MCPTT-DMOR client and MCPTT-DMOR server is referred to as GC1-dmor.
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Figure 3: High-level architecture view for DMO-R
In our view the DMO-R calls for a centralised architecture that is actually much closer to the NMO-R architecture than to the DMO architecture, thanks to the presence of a stable central node – the UE-to-UE Relay - that can also be used for hosting the MCPTT-DMOR server functionality as well as for performing centralised floor control.
The GC1-dmor interface can again be SIP-based.
5
Proposal
This paper proposed to define four operation modes for MCPTT (NMO, NMO-R, DMO and DMO-R) and discussed architectural aspects implied by each of the four modes, with suggestions about which functions should be developed as part of MCPTT and which functions should be developed as part of ProSe_ext.
The main intent of this paper is to suggest new terminology to assist with categorisation of future candidate solutions.

We are looking forward to any feedback.
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