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All CN-based UPCON variants share the same principle way of working: based on “Congestion Info” from the RAN certain services are blocked or throttled. The services are selected based on operator policies. In the following, we highlight a number of key concerns related to CN-based UPCON that we believe need to be addressed in 3GPP before any normative work related to CN-based UPCON can start.
Control plane congestion

Two root causes exist for why end-users’ may not be getting the desired Quality of Experience (QoE) on their smart devices:

1. User plane congestion where the QoE is mainly limited by the average throughput per UE which in turn is limited by the aggregate amount of user plane traffic on the radio while RAN accessibility and retainability is not the prime issue.

2. Control plane congestion where the QoE is mainly limited by the RAN accessibility and retainability while the average throughput per UE is not the prime issue. Control plane congestion in the RAN may occur due to excessive signaling on e.g., RRC, NAS level or physical layer (e.g. RACH).

When the RAN operates in a control plane limited regime it is the large number of active smart devices with their often chatty apps that is the prime issue; not the volume of user plane packet traffic generated by these smart devices. Executing CN-based traffic management in those situations would not only be completely ineffective but it can even be counterproductive since it creates the risk of unnecessarily degrading end-users’ QoE and unnecessarily decreasing radio cell throughput.

In real-world deployments today it is not uncommon that the RAN operates in a control plane limited regime. This may often be the case during large venues including planned ones such as rock concerts or sports events, and unplanned ones such as unexpected traffic jams due a road accident. Limitations in the control plane can have different causes as discussed extensively e.g. in the scope of the work items on “Small Data and Device Triggering Enhancements” [2], “Application specific Congestion control for Data Communication” [3] and WI “LTE Radio Access Network (RAN) enhancements for diverse data applications” [4]. 

Before any normative work related to CN-based UPCON can start, we believe that the difference between ‘user plane congestion’ and ‘control plane congestion’ and their relationship need to be understood in 3GPP. In addition, it needs to be clarified how the CN-based solutions deal with control plane congestion. While RAN-based solutions can achieve differentiated treatment of the user plane under control plane congestion, it is not clear how such differentiated treatment can be achieved with CN-based solutions. 

Observation 1: SA2 needs to work together with RAN2/3 to determine how to differentiate ‘user plane congestion’ and ‘control plane congestion’. The handling of control plane congestion for the CN-based solution should be understood and evaluated. 

Interworking with RAN based load balancing 

At the same geographical location when neither RAN based carrier aggregation nor dual connectivity is used, a UE communicates via single physical carrier. RAN based load balancing functionality may frequently move a UE from a more loaded (in the c-plane or the u-plane (!)) to a less loaded carrier. This could be a carrier of the same sector and site, or a carrier of a neighboring site. This is already state-of-the-art in current deployments, and will become increasingly relevant in Het-Net scenarios. 

From the current TR [1] it is not at all clear how RAN based load balancing should inter-work with CN-based UPCON.

Observation 2: SA2 needs to work together with RAN2/3 to determine and evaluate  how RAN based load balancing could inter-work with CN-based UPCON

Interworking with RAN based carrier aggregation or dual connectivity

With carrier aggregation or dual connectivity a UE can communicate via multiple physical layer carriers at the same time. One physical layer carrier may be highly loaded (in the c-plane or the u-plane (!)) while another is not. 

From the current TR [1] it is not at all clear how RAN based carrier aggregation and RAN based dual connectivity should inter-work with CN-based UPCON.

Observation 3: SA2 needs to work with RAN2/3 to determine and evaluate how RAN based carrier aggregation and RAN based dual connectivity could inter-work with CN-based UPCON

Throttling is harmful to cell capacity
Given that “congestion info” from the RAN is bound to be late and inaccurate throttling in the packet core may often be applied unnecessarily. This results in situations where traffic is blocked or throttled in the CN while it could have been transmitted across the radio interface. This has been addressed by RAN2 in their LS [5] quote “RAN2 would like to understand how SA2 intended mechanisms would work together with RAN2 mechanisms. In addition, it is a general understanding that congestion control should be close to the bottleneck link in order to get as much and as timely information as possible. Otherwise link under-utilization can occur.” Simply speaking the radio scheduler is starved out of data where RAN queues have run empty and available radio resources are either wasted or assigned to UEs which have a bad radio channel quality at the time. Both leads to unnecessarily degrading end-users’ QoE and unnecessarily decreasing overall radio capacity. We believe that a quantification of this effect is required before 3GPP can decide on CN-based UPCON solutions.

Observation 4: It is proposed that SA2 works together with RAN2/3 to provide an assessment of the effectiveness of CN-based blocking and throttling.

Conclusion

It is proposed that SA2 discusses these concerns and agrees the following proposals:

· SA2 send an LS to RAN2/3 covering observations 1-3 from section 1. SA2 may then handle the reply from RAN2/3 in the context of the already received LS from RAN2 related to CN-based UPCON [5]. 

· It is proposed to capture observations 1-4 in the UPCON TR as shown below. 
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=======================START FIRST CHANGE ============================
6.1.4
RAN congestion detection solutions

[…]
6.1.4.2
High-level operation and procedures
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Figure 6.1.4.2-1: High-level operational principle of RAN congestion detection and reporting.
The high-level operation steps are as following:

1.
The RAN detects the congestion level, based on monitoring of RAN resources and related metrics. Averaging over time and/or over bearer/UE-specific metrics should be applied in order to derive a stable expression of congestion. The congestion level is determined based on operator configurations.

2.
The RCI is reported to the CN as a scalar value. How this information is sent, and whether RCIs are reported per bearer or cell is not part of this solution.

NOTE:
The mobile operator configures the policies for congestion mitigation in the CN in such a way that it reacts appropriately to the RCI, i.e. by activating a policy for congestion mitigation according to the received RCI. In the operator's network, both RAN and CN should have a consistent interpretation of RCI values.
Editor's Note: Control plane congestion in the RAN may occur due to excessive signaling on e.g., RRC, AS or NAS level. It is FFS whether congestion in the RAN control plane is taken into account or not in the congestion detection. The effect of RAN control plane congestion on the CN-based solutions is FFS. It is FFS how differentiated handling of control plane congestion can be achieved for CN-based solutions. 

Editor's Note: It is FFS how the congestion level is determined for a given UE in case it is frequently moved between different carriers with RAN load balancing. It is FFS how the congestion level is determined for a given UE in case of carrier aggregation or RAN based dual connectivity. 
=======================END FIRST CHANGE ============================

=======================START SECOND CHANGE ============================
6.1.6
RAN congestion mitigation solutions

6.1.6.1
Solution 1.6.1: Policy-based congestion mitigation 

[…]
6.1.6.1.5
Solution evaluation

Policy-based congestion mitigation may lead to under-utilization of RAN resources.
Editor's Note: Quantification of the effectiveness of the policy-based congestion mitigation is FFS. 
=======================END SECOND CHANGE ============================
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