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Abstract: This contribution proposes text for section 5.2.1 of TR22.826, i.e. the description of use cases’ technical environment when 5G services are operated and consumed locally and when equipment consuming the service is static.
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[bookmark: _Toc524424734]5.2.1	Description of Modality
5.2.1.1	Overview

Use cases under this modality take place e.g. into hybrid operating rooms. Hybrid operating rooms are in general equipped with advanced imaging systems such as e.g. fixed C-arms (x-ray generator and intensifiers), CT scans (Computer Tomography) and MRI scans (Magnetic Resonance Imaging). The whole idea is that advanced imaging enables minimally-invasive surgery that is intended to be less traumatic for the patient as it minimizes incisions and allows to perform surgery procedure through one or several small cuts. This is as an example useful for cardio-vascular surgery or neurosurgery to place deep brain stimulation electrodes.
But, as of now, a lack of real interfaces between technologies and devices inside operating rooms is putting progress at risk. In fact, devices and software must be able to work together to create a truly digitally integrated system in the operating room. This roadblock to full digitalization is addressed by standards like e.g. DICOM supplement 202: RTV which leverages on SMPTE (ST 2110 family of standards) to enable the deployment of equipment in a distributed way. The intention is to connect various video or multi-frame sources to various destinations, through a standard IP switch, instead of using a proprietary video switch. This is shown on the figure below (see [2]):
[image: ]
Carriage of audio-visual signals in their digital form has historically been achieved using coaxial cables that interconnect equipment through Serial Digital Interface (SDI) ports. The SDI technology provides a reliable transport method to carry a multiplex of video, audio and metadata with strict timing relationships but as new image formats such as UHD get introduced, the corresponding SDI bit-rates increases way beyond 10Gb/s and the cost of equipment that need to be used at different points in a video system to embed, de-embed, process, condition, distribute, etc. the SDI signals becomes a major concern. Consequently there has been a desire in the industry to switch and process different essence elements separately, leveraging on the flexibility and cost-effectiveness of commodity networking gear and servers. It is therefore anticipated that the first implementations in hybrid rooms will rely on the use of converters creating IP based real-time streams from the video stream (e.g., SDI) and from associated metadata coming from information systems but the equipment producing video and/or audio will eventually support IP connectivity natively.
Wireless communication is a promising opportunity in the sense that it enables surgeons to benefit from advanced imaging/control systems directly in operating rooms while still keeping the flexibility of wireless connectivity. In practice, one can also expect the following benefits from going wireless in O.R.:
· equipment sharing between operating rooms in the same hospital which makes procedures planning easier and allows hospitals to deploy an efficient resource optimization strategy,
· on-demand addition of complementary imaging equipment in case of incident during a surgery procedure which eventually leads to better care provided to patients,
· suppression of a range of cables connecting a multitude of medical devices, constituting as many obstacles, that makes the job of a surgical team easier and reduces the infection risk.
In addition, hybrid O.R. trend makes operating rooms increasingly congested and complex with a multitude (up to 100) of medical devices and monitors from different vendors. In addition to surgical tables, surgical lighting, and room lighting positioned throughout the OR, multiple surgical displays, communication system monitors, camera systems, image capturing devices, and medical printers are all quickly becoming associated with a modern OR. Installing a hybrid O.R. represents therefore a significant cost, not only coming from the advanced imaging systems themselves, but also from the complex cabling infrastructure and the multiple translation systems that are needed to make all those proprietary devices communicating together. Enabling wireless connectivity in O.R. simplifies the underlying infrastructure, helps streamlining the whole setup and reducing associated installation costs.
[bookmark: _GoBack][Editor’s Note: Add reference to meaningful documents from the medical industry covering W.O.R.]
5.2.1.2	Synchronization aspects
As a general principle, since images and metadata are transported on a packet switched based network and are generated by different sources, sources and video receivers shall be finely synchronized on the same grand master clock. This synchronization is often achieved through dedicated protocols such as e.g. PTP version 2 offering sub-microsecond clock accuracy.
Note that during surgery procedures, surgeons sometimes need to switch between different medical image sources on the same monitor. A smooth image transition at source switching involves line level synchronization and translates into < 1µs clock accuracy.
Table 1: Features or requirements already covered by existing specifications
	Reference number
	Requirement text
	Application / transport
	Comment

	5.2.1.2-1
	The 5G system shall support a sub-micro-seconds clock synchronicity inside a communication group of 10 UEs.
	T
	If image line level synchronization is required
See 3GPP TR 22.804 section 8.1.6.2
[Editor’s Note: Add proper reference to 22.104 when available]

	Nsd.Csy.1
	The 5G system shall support the processing and transmission of IEEE1588 / Precision Time Protocol messages to allow 3rd application which use this protocol to meet the clock synchronisation performance requirement.
	T
	See 3GPP TR 22.804
[Editor’s Note: Add proper reference to 22.104 when available]



Note that clock accuracy requirements defined here applies to all use cases defined in this modality unless specifically stated.
5.2.1.3	Latency aspects
As far as medical images are real-time processed by applications to deliver results/information dedicated to ease or even guide the surgical gesture, tight latency constraints apply here and often mandate those applications to be hosted by hospital IT facilities at a short network distance from the operating room. 
In case of a medical procedure also involving human beings, the round trip delay constraint is generally calculated based on the following formulae: 
Round trip delay = System Latency + Human Reaction Time
Where, 
System Latency = Image generation + 5G System Latency + Application Processing + Image Display
This principle is depicted on the figure below:Echographer
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With, 
T1 = Time for image generation,
T2 + T4 = Time Delay through 5G Network,
T3 = Application processing time,
T5 = Time for image display,
And System Latency = T1 + T2 + T3 + T4 + T5
The System Latency impairs the achievable precision at a given gesture speed and is defined based on the fact that surgeons often feel comfortable with a latency that gives 0.5cm precision at 30cm/s hand speed (a better precision implying slower hand movements). This translates into a System Latency from the image generation to their display on a monitor being around 20ms for procedures on a static organ where the only moving object is the surgeon’s hand. As one can see, this figure is not calculated going through a rational process but instead depends on the surgeon perception as to whether the equipment introduces delays he can cope with or not. If the organ or body part targeted by an operation is not static (for instances a beating heart) then the System Latency shall be reduced further to achieve robust enough gesture precision.
Breaking down further System Latency is needed in order to derive sub-contributions from equipment on the data path: 
· Latency introduced by images generation and display generally comes from synchronisation issues, this is to say the availability of data versus the next clock front. In a first approach, one can consider that this latency is in the order of the time interval between two successive images and is equally distributed between generation and display. If we consider 120fps, latency contribution for generation plus display would be 8ms.
· In a first approximation, as applications may take up quite heavy processing, especially when Augmented Reality is involved, it looks like a safe bet to set the transport latency much lower than the application latency and one considers a distribution of 25/75%. Under the same assumption as before (120fps), this leaves a budget of 2ms for the transport of packets through 5G System and 6ms for application processing.
The rational described above will be used in the use cases defined as part of this modality.
Finally, humans beings’ median reaction time to visual events is in the 200ms ballpark and adds to the system latency estimated above. So the round trip delay may be rather high but is compensated by surgeons slowing down their movements as necessary. 
---------- End new text ----------
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