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Discussion
This contribution is based on the performance requirement table in annexe F of TR 22.804 and on text from the same TR. 

The table was revisited together with the contribution originators. Existing parameters were checked, new parameters were added, and more background information was collected.

Use cases within the scope of cyberCAV were then selected for this contribution.
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Annex A (informative): Summary of service performance requirements


A.1
About the vertical domains addressed in this Annex

A vertical domain is an industry or group of enterprises in which similar products or services are developed, produced, and provided. 
The vertical domains addressed in this Annex are

-
Factories of the Future (A.2);

-
rail-bound mass transit (A.3);

-
electric-power distribution (A.4);

-
central power generation (A.5)
A.2
Factories of the Future

A.2.1
Overview

The manufacturing industry is currently subject to a fundamental change, which is often referred to as the "Fourth Industrial Revolution" or simply "Industry 4.0" [x8]. The main goals of Industry 4.0 are―among others―the improvement of flexibility, versatility, resource efficiency, cost efficiency, worker support, and quality of industrial production and logistics. These improvements are important for addressing the needs of increasingly volatile and globalised markets. A major enabler for all this are cyber-physical production systems based on a ubiquitous and powerful connectivity, communication, and computing infrastructure. The infrastructure interconnects people, machines, products, and all kinds of other devices in a flexible, secure and consistent manner. 
Several different application areas can be distinguished:

1)
Factory automation: Factory automation deals with the automated control, monitoring and optimisation of processes and workflows within a factory. This includes aspects like closed-loop control applications (e.g., based on programmable logic or motion controllers) and robotics, as well as aspects of computer-integrated manufacturing. Factory automation generally represents a key enabler for industrial mass production with high quality and cost-efficiency. Corresponding applications are often characterised by highest requirements on the underlying communication infrastructure, especially in terms of communication service availability, determinism, and latency. In the Factories of the Future, static sequential production systems will be more and more replaced by novel modular production systems offering a high flexibility and versatility. This involves many increasingly mobile production assets, for which powerful wireless communication and localisation services are required. 

2)
Process automation: Process automation refers to the control of production and handling of substances like chemicals, food & beverage, pulp, etc. Process automation improves the efficiency of production processes, energy consumption, and safety of the facilities. Sensors measuring process values, such as pressures or temperatures, are working in closed loops via centralised and decentralised controllers. In turn, the controllers interact with actuators, e.g., valves, pumps, heaters. Also, monitoring of attributes such as the filling levels of tanks, quality of material, or environmental data are important, as well as safety warnings or plant shut downs. Workers in the plant are supported by mobile devices. A process automation facility may range from a few 100 m² to several km², and the facility may be geographically distributed. Depending on the size, a production plant may have several 10.000 measurement points and actuators. Autarkic device power supply for years is needed in order to stay flexible and to keep the total costs of ownership low. 

3)
HMIs and Production IT: Human-machine interfaces (HMIs) include all sorts of devices for the interaction between people and production facilities, such as panels attached to a machine or production line, but also standard IT devices, such as laptops, tablet PCs, smartphones, etc. In addition, augmented- and virtual-reality applications are expected to play an increasingly important role in future. 
4) 
Logistics and warehousing: Organisation and control of the flow and storage of materials and goods in the context of industrial production. In this respect, intra-logistics is dealing with logistics within a certain property (e.g., within a factory), for example by ensuring the uninterrupted supply of raw materials on the shop floor level using automated guided vehicles (AGVs), fork lifts, etc. This is to be seen in contrast to logistics between different sites. Warehousing particularly refers to the storage of materials and goods, which is also getting more and more automated, for example based on conveyors, cranes and automated storage and retrieval systems.
5)
Monitoring and maintenance: Monitoring of certain processes and/or assets in the context of industrial production without an immediate impact on the processes themselves (in contrast to a typical closed-loop control system in factory automation, for example). This particularly includes applications such as condition monitoring and predictive maintenance based on sensor data, but also big data analytics for optimising future parameter sets of a certain process, for instance. For these use cases, the data acquisition process is typically not latency-critical.
For each of these application areas, a multitude of potential use cases exists, some of which are outlined in the following Subclauses. These use cases can be mapped to the given application areas (see Table A2.1-1).

Table A2.1-1: Mapping of the considered use cases (columns) 
to application areas (rows)

	
	Motion control
	Control-to-control
	Mobile control panels with safety
	Mobile robots
	
	Remote access and maintenance
	Augmented reality
	Closed-loop process control
	Process monitoring
	Plant asset management

	Factory automation
	X
	X
	
	X
	
	
	
	
	
	

	Process automation
	
	
	
	X
	
	
	
	X
	X
	X

	HMIs and Production IT
	
	
	X
	
	
	
	X
	
	
	

	Logistics and warehousing
	
	X
	
	X
	
	
	
	
	
	X

	Monitoring and maintenance
	
	
	
	
	
	X
	
	
	
	


A.2.2
Factory automation

A.2.2.1
Motion control

A motion control system is responsible for controlling moving and/or rotating parts of machines in a well-defined manner, for example in printing machines, machine tools or packaging machines.

A schematic representation of a motion control system is depicted in Figure A.2.2.1-1. A motion controller periodically sends desired set points to one or several actuators (e.g., a linear actuator or a drive) which thereupon perform a corresponding action on one or several processes (in this case usually a movement or rotation of a certain component). At the same time, sensors determine the current state of the process(es), e.g. the current position and/or rotation of one or multiple components, and send the actual values back to the motion controller. This is done in a strictly cyclic and deterministic manner, such that during one application cycle the motion controller sends updated set points to all actuators, and all sensors send their actual values back to the motion controller. Nowadays, typically Industrial Ethernet technologies are used for motion control systems. 

[image: image1.emf] 


Figure A.2.2.1-1: Schematic representation of a motion control system
Table A.2.2.1-1 Service performance requirements for motion control
	Use case #
	Characteristic parameter
	Influence quantity

	
	Communication service availability: target value in %
	Communication service reliability: mean time between failures
	End-to-end latency: maximum
	Service bitrate: user experienced data rate
	Message size [byte]
	Transfer interval: lower bound
	Transfer interval: upper bound
	Survival time
	UE speed
	# of UEs
	Service area (note)

	1
	99,999 to 99,99999
	~ 10 years


	< transfer interval value
	–
	50
	500 μs – 500 ns
	500 μs + 500 ns
	500 μs
	≤ 72 km/h
	≤ 20
	50 m x 10 m x 10 m

	2
	99,9999 to 99,999999
	~ 10 years
	< transfer interval value
	–
	40
	1 ms – 500 ns
	1 ms + 500 ns
	1 ms
	≤ 72 km/h
	≤ 50
	50 m x 10 m x 10 m

	3
	99,9999 to 99,999999
	~ 10 years
	< transfer interval value
	–
	20

	2 ms – 500 ns
	2 ms + 500 ns
	2 ms
	≤ 72 km/h
	≤ 100
	50 m x 10 m x 10 m

	
	
	
	
	
	
	
	
	
	
	
	

	
	NOTE: Length x width x height.


Use cases one to three

Characteristic parameters and influence quantities for a communication service supporting the cyclic interaction described above.



A.2.2.2
Control-to-control communication

Control-to-control communication, i.e., the communication between different industrial controllers is already used today for different use cases, such as:

· large machines (e.g., newspaper printing machines), where several controls are used to cluster machine functions, which need to communicate with each other; these controls typically need to be synchronised and exchange real-time data;

· individual machines that are used for fulfilling a common task (e.g., machines in an assembly line) often need to communicate, for example for controlling and coordinating the handover of work pieces from one machine to another.

Typically, a control-to-control network has no fixed configuration of certain controls that need to be present. The control nodes present in the network often vary with the status of machines and the manufacturing plant. Therefore, hot-plugging support for different control nodes is important and often used.
Table A.2.2.2-1 Service performance requirements for control-to control communication in motion control
	Use case #
	Characteristic parameter
	Influence quantity

	
	Communication service availability: target value in %
	Communication service reliability: mean time between failures
	End-to-end latency: maximum
	Message size [byte]
	Transfer interval
	Survival time
	UE speed
	# of UEs
	Service area (note)

	1
	99,9999 to 99,999999
	~ 10 years
	< transfer interval value
	1 k
	≤ 10 ms
	10 ms
	stationary
	5 to 10
	100 m x 30 m x 10 m

	
	NOTE: Length x width x height.


Use case one

Control-to-control communication between different motion (control) subsystems, as addressed in Subclause A2.2.1. An exemplary application for this are large printing machines, where it is not possible or desired to control all actuators and sensors by one motion controller only. 

A.2.2.3
Mobile robots

Mobile robots and mobile platforms, such as automated guided vehicles, have numerous applications in industrial and intra-logistics environments and will play an increasingly important role in the Factory of the Future. A mobile robot essentially is a programmable machine able to execute multiple operations, following programmed paths to fulfil a large variety of tasks. This means, a mobile robot can perform activities like assistance in work steps and transport of goods, materials and other objects. Mobile robot systems are characterised by a maximum flexibility in mobility relative to the environment, with a certain level of autonomy and perception ability, i.e., they can sense and react with their environment. 

Autonomous guided vehicles are a sub-group of mobile robots. These vehicles are driverless and used for moving materials efficiently within a facility. A detailed overview of the state of the art of autonomous-guided-vehicle systems is provided elsewhere in the literature [x9]. 

Mobile robots are monitored and controlled from a guidance control system. Radio-controlled guidance control is necessary to get up-to-date process information, to avoid collisions between mobile robots, to assign driving jobs to the mobile robots, and to manage the traffic of mobile robots. The mobile robots are track-guided by the infrastructure with markers or wires in the floor or guided by own surround sensors, like cameras and laser scanners. 

Mobile robot systems can be divided in operation in indoor, outdoor and both indoor and outdoor areas. These environmental conditions have an impact on the requirements of the communication system, e.g., the handover process, to guarantee the required cycle times. 

Table A.2.2.3-1 Service performance requirements for mobile robots
	Use case #
	Characteristic parameter
	Influence quantity

	
	Communication service availability: target value in %
	Communication service reliability: mean time between failures
	End-to-end latency: maximum
	Service bitrate: user experienced data rate
	Message size [byte]
	Transfer interval: lower bound
	Transfer interval: target value (note)
	Transfer interval: upper bound
	Survival time
	UE speed
	# of UEs
	Service area

	1
	> 99,9999
	~ 10 years
	< target transfer interval value
	–
	40 to 250
	 – < 25 % of target transfer interval value
	1 ms to 50 ms
	+ < 25 % of target transfer interval value
	target transfer interval value
	≤ 50 km/h
	≤ 100
	≤ 1 km2

	2
	> 99,9999
	~ 1 year
	< target transfer interval value
	–
	15 k to 250 k
	– < 25 % of target transfer interval value
	10 ms to 100 ms
	+ < 25 % of target transfer interval value
	target transfer interval value
	≤ 50 km/h
	≤ 100
	≤ 1 km2

	3
	> 99,9999
	~ 1 year
	< target transfer interval value
	–
	40 to 250
	– < 25 % of target transfer interval value
	40 ms to 500 ms
	+ < 25 % of target transfer interval value
	target transfer interval value
	≤ 50 km/h
	≤ 100
	≤ 1 km2

	4
	> 99,9999
	~ 1 week
	10 ms
	> 10 Mbit/s
	–
	–
	
	–
	–
	≤ 50 km/h
	≤ 100
	≤ 1 km2

	
	NOTE: The transfer interval is not so strictly periodic in these use cases. The transfer interval deviates around its target value within bounds. The mean of the transfer interval is close to the target value.


Use case one

Periodic communication for the support of precise cooperative robotic motion control (transfer interval: 1 ms), machine control (transfer interval: 1 ms to 10 ms), co-operative driving (10 ms to 50 ms).

Use case two

Periodic communication for video-operated remote control.

Use case three

Periodic communication for standard mobile robot operation and traffic management.

Use case four

Real-time streaming data transmission (video data) from a mobile robot to the guidance control system.

A.2.3
Process automation

A.2.3.1
Closed-loop control
In the closed-loop control use case for process automation, several sensors are installed in a plant and each sensor performs continuous measurements. The measurement data are transported to a controller, which takes decision to set actuators. The latency and determinism in this use case are crucial. This use case has very stringent requirements in terms of latency and service availability. The required service area is usually bigger than for motion control use cases. Interaction with the public network (e.g., service continuity, roaming) is not required.
Table A.2.3.1-1 Service performance requirements for closed-loop control in process automation
	Use case #
	Characteristic parameter
	Influence quantity

	
	Communication service availability: target value in %
	Communication service reliability: mean time between failures
	End-to-end latency: maximum
	Message size [byte]
	Transfer interval: lower bound
	Transfer interval: target value
	Transfer interval: upper bound
	Survival time
	UE speed
	# of UEs
	Service area (note)

	1
	99,9999 to 99,999999
	≥ 1 year
	< target transfer interval value
	20
	– 5% of target transfer interval value
	≥ 10 ms
	+ 5% of target transfer interval value
	0
	typically stationary
	typically 10 to 20
	typically ≤ 100 m x 100 m x 50 m

	
	NOTE: Length x width x height.


Use case one

Several sensors are installed in a plant and each sensor performs continuous measurements. The measurement data are transported to a controller, which takes decision to set actuators. 

A.2.3.2
Process monitoring
For process monitoring in the area of process automation, several sensors are installed in the plant to give insight into process or environmental conditions or inventory of material. The data are transported to displays for observation and/or to databases for registration and trending. The operation for this use case can be in a wide service area, and interaction with the public network (e.g., service continuity, roaming) may be required.
Table A.2.3.2-1 Service performance requirements for process monitoring
	Use case #
	Characteristic parameter
	Influence quantity

	
	Communication service availability: target value in %
	Communication service reliability: mean time between failures
	End-to-end latency: maximum
	Message size [byte]
	Transfer interval: lower bound
	Transfer interval: target value (note 2)
	Transfer interval: upper bound
	Survival time
	UE speed
	# of UEs
	Service area (note 1)

	1
	99,99
	≥ 1 week
	< target transfer interval value
	20
	– 25% of target transfer interval value
	100 ms to 60s
	+ 25% of target transfer interval value
	matter of convenience; typically ≥ 3 x target transfer interval value
	typically stationary
	up to 10.000
	typically ≤ 10 km x 10 km x 50 m

	
	NOTE 1: Length x width x height.
NOTE 2: The transfer interval is not so strictly periodic in these use cases. The transfer interval deviates around its target value within bounds. The mean of the transfer interval is close to the target value.


Use case one

Several sensors are installed in the plant for providing insight into process or environmental conditions, or into inventory of material. The messages are transported to displays for observation and/or to databases for registration and trending.

A2.3.3
Plant asset management
To keep a plant running, it is essential that the assets, such as pumps, valves, heaters, instruments, etc., are maintained. Timely recognition of any degradation and continuous self-diagnosis of components are used to support and plan maintenance. Remote software updates enhance and adapt the components to changing conditions and advances in

technology. The positioning requirements for this use case are mainly based on the typical scenarios where IoT devices (e.g., sensors) are giving insight into process or environmental conditions or inventory of material, asset management or maintenance. The operation for this use case can be in a wide service area, and interaction with the public network (e.g., service continuity, roaming) may be required.
Table A.2.3.3-1 Service performance requirements for plant asset management
	Use case #
	Characteristic parameter
	Influence quantity

	
	Communication service availability: target value in %
	Communication service reliability: mean time between failures
	End-to-end latency: maximum
	Message size [byte]
	Transfer interval
	Survival time
	UE speed
	# of UEs
	Service area (note)

	1
	99,99

	TBC
	< transfer interval value
	20 to 255
	several seconds
	matter of convenience; typically ≥ 3 x transfer interval value
	typically stationary
	≤ 100.000
	typically ≤ 10 km x 10 km x 50 m

	
	NOTE: Length x width x height.



Use case one

To keep a plant running, it is essential that the assets, such as pumps, valves, heaters, and instruments are maintained. Timely recognition of any degradation and continuous self-diagnosis of components are used to support and plan maintenance. Remote software updates enhance and adapt the components to changing conditions and advances in technology. 

A.2.4
Human machine interfaces

A.2.4.1
Mobile control panels

Control panels are crucial devices for the interaction between people and production machinery as well as for the interaction with moving devices. These panels are mainly used for configuring, monitoring, debugging, controlling and maintaining machines, robots, cranes or complete production lines. In addition to that, (safety) control panels are typically equipped with an emergency stop button and an enabling device, which an operator can use in case of a safety event in order to avoid damage to humans or machinery. When the emergency stop button is pushed, the controlled equipment immediately comes to a safe stationary position. Likewise, if a machine, robot, etc. is operated in the so-called special ‘enabling device mode’, the operator manually keeps the enabling device switch in a special stationary position. If the operator pushes this switch too much or releases it, the controlled equipment immediately comes to a safe stationary position as well. This way, it can be ensured that the hand(s) of the operator are on the panel (and not under a moulding press, for example), and that the operator does―for instance―not suffer from any electric shock or the like. A common use case for this ‘enabling device mode’ is the installation, testing or maintenance of a machine, during which other safety mechanisms (such as a safety fence) are deactivated.

Due to the criticality of these safety functions, safety control panels currently have mostly a wire-bound connection to the equipment they control. In consequence, there tend to be many such panels for the many machines and production units that typically can be found in a factory. With an ultra-reliable low-latency wireless link, it would be possible to connect such mobile control panels with safety functions wirelessly. This would lead to a higher usability and would allow for the flexible and easy re-use of panels for controlling different machines. 
The cycle times of the control application depends on the process/machinery/equipment whose safety has to be ensured. For a fast-moving robot, for example, end-to-end latencies are lower than for slowly moving linear actuators. 
Table A.2.4.1-1 Service performance requirements for mobile control panels
	Use case #
	Characteristic parameter
	Influence quantity

	
	Communication service availability: target value in %
	Communication service reliability: mean time between failures
	End-to-end latency: maximum
	Service bitrate: user experienced data rate
	Message size [byte]
	Transfer interval: lower bound
	Transfer interval: target value
	Transfer interval: upper bound
	Survival time
	UE speed
	# of UEs
	Service area (note)

	1
	99,9999 to 99,999999
	~ 1 month
	< target transfer interval value
	–
	40 to 250
	– < 25% of target transfer interval value
	4 ms to 8 ms
	+ 25% of target transfer interval value
	target transfer interval value
	< 7.2 km/h
	TBC
	50 m x 10 m x 4 m

	2
	99,9999 to 99,999999
	~ 1 month
	< target transfer interval value
	> 5 Mbit/s
	–
	– < 25% of target transfer interval value
	< 30 ms
	+ 25% of target transfer interval value
	TBC
	< 7.2 km/h
	TBC
	TBC

	3
	99,9999 to 99,999999
	~ 1 year
	< target transfer interval
	–
	40 to 250


	– < 25% of target transfer interval value
	< 12 ms
	+ 25% of target transfer interval value
	12 ms
	< 7.2 km/h
	TBC
	typically 40 m x 60 m; maximum 200 m x 300 m

	
	
	NOTE 1: Length x width (x height).
NOTE 2: The transfer interval is not so strictly periodic in these use cases. The transfer interval deviates around its target value within bounds. The mean of the transfer interval is close to the target value.



Use case one

Periodic, bi-directional communication for remote control. Examples for controlled units: assembly robots; milling machines.

Use case two

A-periodic data transmission in parallel to remote control (use case one).

Use case three

Periodic, bi-directional communication for remote control. Examples for controlled units: mobile cranes, mobile pumps, fixed portal cranes.

A.2.4.2
Augmented reality

It is envisioned that in future smart factories and production facilities, people will continue to play an important and substantial role. However, due to the envisaged high flexibility and versatility of the Factories of the Future, shop floor workers should be optimally supported in getting quickly prepared for new tasks and activities and in ensuring smooth operations in an efficient and ergonomic manner. To this end, augmented reality may play a crucial role, for example for the following applications:

· monitoring of processes and production flows;

· step-by-step instructions for specific tasks, for example in manual assembly workplaces;

· Ad hoc support from a remote expert, for example for maintenance or service tasks.

In this respect, especially head-mounted augmented-reality devices with see-through display are very attractive since they allow for a maximum degree of ergonomics, flexibility and mobility and leave the hands of workers free for other tasks. However, if such augmented-reality devices are worn for a longer period (e.g., one work shift), these devices have to be lightweight and highly energy-efficient while at the same time they should not become very warm. A very promising approach is to offload complex (e.g., video) processing tasks to the network (e.g., an edge cloud) and to reduce the augmented-reality head-mounted device’s functionality. This has the additional benefit that the augmented-reality application may have easy access to different context information (e.g., information about the environment, production machinery, the current link state, etc.) if executed in the network. 
Table A.2.4.2-1 Service performance requirements for augmented reality in human-machine interfaces
	Use case #
	Characteristic parameter
	Influence quantity

	
	Communication service availability: target value in %
	Communication service reliability: mean time between failures
	End-to-end latency: maximum
	UE speed
	Service area (note)

	1
	> 99,9
	~ 1 month
	< 10 ms
	< 8 km/h
	20 m x 20 m x 4 m

	
	NOTE: Length x width (x height).


Use case one

Bi-directional message transmission between an augmented-reality device and an image processing server.
A.2.5
Monitoring and maintenance
A.2.5.1
Remote access and maintenance
In factories of the future, there are needs to perform remote access and maintenance to devices and entities, for instance, by remote control centres. The devices and entities might be installed at geographically distributed locations. These devices typically have firmware/software which needs to be updated occasionally. Maintenance information also needs to be collected and distributed from/to these devices periodically. The devices can be both stationary and mobile. Device maintenance may happen in parallel to the actual production process and other communication services performed at the device side without any negative impact on these production communication services. 
Table A.2.2.1-1 Service performance requirements for remote access and maintenance
	Use case #
	Characteristic parameter
	Influence quantity

	
	Communication service availability: target value in %
	Communication service reliability: mean time between failures
	End-to-end latency: maximum
	Service bitrate: user experienced data rate
	Message size [byte]
	Transfer interval: lower bound
	Transfer interval: upper bound
	Survival time
	UE speed
	# of UEs
	Service area (note)

	1
	–
	~ 1 month
	–
	≥ 1 Mbit/s
	–
	–
	–
	–
	≤ 72 km/h
	≤ 100
	50 m x 10 m x 10 m

	
	NOTE: Length x width x height.


Use case one
Transmission of non-deterministic messages in parallel to other interactions. Example applications: software/firmware updates and exchange of maintenance information.

A.3
Rail-bound mass transit

A.3.1
Overview

In order to keep the attractiveness of public transport high, some of the key challenges mass transit operators are facing are

-
growing traffic, both in terms of passenger flow and the number and frequency of mass transit vehicles;

-
the need to ensure passenger safety and security;

-
improvement of travel comfort, including delivery of real-time multimedia information and access to the internet (social networks, etc.; both in stations and on trains).

To reach this goal, investments are not only needed in rolling stock and infrastructure, but also in communication networks, communication technologies, and communication end devices. 

The requirements listed below are based on existing application and public tenders.

A.3.2
Coexistence of automated train control with other train applications

A train is operated in an automated manner, and the communication of the train controller with the rail side co-exists with traffic generated by other applications.
Table A.3.2-1 Service performance requirements for coexistence with automated train control in rail-bound mass transit
	Use case #
	Characteristic parameter
	Influence quantity

	
	Communication service availability: target value in %
	Communication service reliability: mean time between failures
	End-to-end latency: maximum
	Service bitrate: user experienced data rate
	Message size [byte]
	Transfer interval: target value
	Survival time
	UE speed
	Service area (note)

	1
	99,999
	below 1 year but >> 1 month
	< transfer interval value
	≥ 200 kbit/s
	≤ 200 byte
	100 ms
	~ 500 ms
	≤ 160 km/h
	50 km x 200 m

	2
	99,99
	~ 1 week
	< 500 ms
	≥ 2 Mbit/s
	–
	–
	~ 500 ms
	≤ 160 km/h
	50 km x 200 m

	3
	99,99
	~ 1 day
	< 200 ms
	≥ 200 kbit/s
	–
	–
	~ 2 s
	≤ 160 km/h
	50 km x 200 m

	
	NOTE: Length x width.


Use case one

Periodic communication for train control.

Use case two

Communication serving CCTV cameras streaming within the train and to the rail-side.

Use case three

Emergency call from the train to a remote control centre via the mass-transit communication system.

A.3.3

Train coupling
Table A.3.3-1 Service performance requirements for train coupling
	Use case #
	Characteristic parameter
	Influence quantity

	
	Communication service availability: target value in %
	Communication service reliability: mean time between failures
	End-to-end latency: maximum
	Service bitrate: user experienced data rate
	Survival time
	UE speed
	# of UEs
	Service area (note 1)

	1
	99,999
	~ 1 year
	< 100 ms
	1 Gbit/s
	~ 500 ms
	– (note 2)
	2 per coach
	3 m x 1m

	
	NOTE 1: Length x width.

NOTE 2: Since this communication takes place between two train segments, UE speed is irrelevant.


Use case one

Wireless communication link between two coaches; the link carries traffic from many applications.

A.4
Electric-power distribution

A.4.1
Overview

The energy sector is currently subject to a fundamental change, which is caused by the evolution towards renewable energy, i.e. an increasing number of power plants based on solar and wind power. These changes lead to bi-directional electricity flows and increased dynamics of the power system. New sensors and actuators are being deployed in the power system to efficiently monitor and control the volatile conditions of the grid, requiring real-time information exchange [x4] [x5]. 

The emerging electric-power distribution grid is also referred to as Smart Grid. The smartness enhances insight into both the grid as a power network and the grid as a system of systems. Enhanced insight improves controllability and predictability, both of which drive improved operation and economic performance and both of which are prerequisites for the sustainable and scalable integration of renewables into the grid and the potential transition to new grid architectures. Smart Grid benefits spread across a broad spectrum but generally include improvements in: power reliability and quality; grid resiliency; power usage optimisation; operational insights; renewable integration; insight into energy usage; and safety and security.

Overviews of (future) electric-power distribution can be found elsewhere in the literature [x6] [x7].

A.4.2
Primary frequency control

Primary frequency control is among the most challenging and demanding control applications in the utility sector. A primary frequency control system is responsible for controlling the energy supply injected and withheld to ensure that the frequency is not deviating more than 0,02% from the nominal value (e.g., 50 Hz in Europe). Frequency control is based on having sensors for measuring the features in all parts of the network at all points where energy generation or storage units are connected to the grid. At these points, electronic power converters, also known as inverters, are equipped with communication units to send measurement values to other points in the grid such as a frequency control unit, or receive control commands to inject more, or less, energy into the local network. 

With the widespread deployment of local generation units, i.e. solar power units, or wind turbines, hundreds of thousands of such units, and their inverters, may have to be connected in a larger power distribution network. 

Primary frequency control is carried out in one of three ways: 

1)
Centralised control, all data analysis and corrective actions are determined by a central frequency control unit.

2)
Decentralised control, the automatic routine frequency control is performed by the individual local inverter based on local frequency values. Statistics and other information is communicated to the central frequency control unit. 

3)
Distributed control, the automatic routine frequency control is performed by the individual local inverter based on local and neighbouring frequency values. Statistics and other information are communicated to the central frequency control unit. 
Table A.4.2-1 Service performance requirements for primary frequency control
	Use case #
	Characteristic parameter
	Influence quantity

	
	Communication service availability: target value in %
	Communication service reliability: mean time between failures
	End-to-end latency: maximum
	Message size [byte]
	Transfer interval: target value
	Survival time
	# of UEs
	Service area

	1
	99,999
	TBC
	~ 50 ms  
	~ 100
	~ 50 ms
	TBC
	≤ 100.000
	several km2 up to 100.000 km2



Use case one

Periodic communication service supporting message exchange for primary frequency control.

A.4.3
Distributed voltage control

In the evolution towards 100% renewable electric power production, the objective of voltage control is to balance the voltage in future low voltage distribution grids connecting local loads and prosumers, as well as energy storage facilities. The aim is to stabilise the voltage as locally as possible, so that decisions and control commands can be issued as quickly as possible. Distributed voltage control is a challenging and demanding control application. Consumer devices rely on having stable voltage levels to operate successfully. When future energy networks rely on thousands of local energy generation units relying mostly on solar and wind power, then it is crucial to stabilise the voltage levels in all segments of the distribution grid. Inverters, or electronic power converters, measure the voltage and power and change the amount of power injected into the grid, and they connect and disconnect end-points from the distribution network.

Distributed control means that the automated voltage control shall be performed by the local voltage control units based on local and neighbouring voltage and impedance values. Statistics and other information shall be communicated to the central distribution management system, though. 
Table A.4.3-1 Service performance requirements for distributed voltage control
	Use case #
	Characteristic parameter
	Influence quantity

	
	Communication service availability: target value in %
	Communication service reliability: mean time between failures
	End-to-end latency: maximum
	Message size [byte]
	Transfer interval: target value
	Survival time
	# of UEs
	Service area

	1
	99,999
	TBC
	~ 100 ms
	~ 100
	~ 200 ms
	TBC
	≤ 100.000
	several km2 up to 100.000 km2



Use case one

Periodic communication service supporting message exchange for distributed voltage control.
A.4.4
Distributed automated switching for isolation and service restoration
A power distribution grid fault is a stressful situation. There are self-healing solutions for automated switching, fault isolation and, service restoration. Furthermore, these solutions are ideally suited to handle outages that affect critical power consumers, such as industrial plants or data centres. Supply interruptions must be fixed within less than a second for critical power consumers. Automated solutions are able to restore power supply within a few hundred milliseconds.
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Figure A.4.4-1: Depiction of a distribution ring and a failure (flash of lighting) 

The FLISR (Fault Location, Isolation & Service Restoration) solution consists of switch controller devices which are especially designed for feeder automation applications that support the self-healing of power distribution grids with overhead lines. They serve as control units for reclosers and disconnectors in overhead line distribution grids.

The system is designed for using fully distributed, independent automated devices. The logic resides in each individual feeder automation controller located at the poles in the feeder level. Each feeder section has a controller device. Using peer-to-peer communication among the controller devices, the system operates autonomously without the need of a regional controller or control centre. However, all self-healing steps carried out will be reported immediately to the control centre to keep the grid status up-to-date. The controllers conduct self-healing of the distribution line in typically 500 ms by isolating the faults.

Peer-to-peer communication via IEC 61850 GOOSE (Generic Object Oriented Substation Event) messages provides data as fast as possible (Layer 2 multicast message). They are sent periodically (in steady state, with changing interval time in fault case) by each controller to several or all other controllers of the same feeder and are not acknowledged. 
The data rate per controller is low in steady state, but GOOSE bursts with high data rate do occur, especially during fault situations. GOOSE messages are sent by several or all controller units of the feeder nearly at the same point in time during the fault location, isolation and service restoration procedure with a low end-to-end latency. 
Table A.4.4-1: Service performance requirements for distributed automated switching for isolation and service restoration 
	Use case #
	Characteristic parameter
	Influence quantity

	
	Communication service availability: target value in %
	Communication service reliability: mean time between failures
	End-to-end latency: maximum
	Service bitrate: user experienced data rate
	Message size [byte]
	Transfer interval: target value
	Survival time
	UE speed
	# of UEs
	Service area (note 1)

	1 (note 2)
	99,9999
	–
	< 5 ms
	1 kbit/s (steady state)

1.5 Mbit/s (fault case)
	< 1500
	< 60 s (steady state)

≥ 1 ms (fault case)
	TBC
	stationary
	20
	30 km x 20 km

	
	NOTE 1: Length x width

NOTE 2: UE to UE communication (two wireless links)


Use case one

GOOSE (a)periodic deterministic communication service supporting bursty message exchange for fault location, isolation, and service restoration.
A.4.5
Smart grid millisecond-level precise load control
Precise Load Control is the basic application for smart grid. When serious HVDC (high-voltage direct current) transmission fault happens, Millisecond-Level Precise Load Control is used to quickly remove interruptible less-important load, such as electric vehicle charging piles and non-continuous production power supplies in factories.
Table A.4.5-1: Service performance requirements for smart grid millisecond-level precise load control 
	Use case #
	Characteristic parameter
	Influence quantity

	
	Communication service availability: target value in %
	Communication service reliability: mean time between failures
	End-to-end latency: maximum
	Service bitrate: user experienced data rate
	Message size [byte]
	Transfer interval: target value
	Survival time
	UE speed
	# of UEs
	Service area

	1
	99,9999
	– 
	< 50 ms
	0.59 kbit/s

28 kbit/s
	< 100
	n/a

(note)
	–
	stationary
	10~100/km2
	TBC

	
	NOTE: event-triggered


Use case one

A non-periodic deterministic communication service between control primary station and load control terminals for removing interruptible less-important load quickly.

A.5
Central power generation

A.5.1
Overview

This domain comprises all aspects of centralised power generation, i.e. the centralised conversion of chemical energy and other forms of energy into electrical energy. Typical electric-power outputs are 100 MW and more. Examples for pertinent systems are large gas turbines, steam turbines, combined-cycle power plants, and wind farms. The planning and installation of respective equipment and plants as well as the operation, monitoring and maintenance of these plants is encompassed by this vertical domain.

A.5.2
Wind power plant network
Table A.5.2-1 Service performance requirements for wind power plant network
	Use case #
	Characteristic parameter
	Influence quantity

	
	Communication service availability: target value in %
	Communication service reliability: mean time between failures
	End-to-end latency: maximum
	Packet error ratio
	UE speed
	Service area

	1
	99,9999999
	~ 10 years
	16 ms
	< 10-9
	stationary
	several km2


Use case one

Communication in support of closed-loop cyber-physical control in a wind farm. The wind farm can be deployed offshore.

NOTE: This type of communication service can be provided via a wired connection.
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3.1
Definitions

For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].


clock synchronisation service: the service to align otherwise independent UE clocks. 

clock synchronicity: the maximum allowed time offset within the fully synchronised system between UE clocks. 

NOTE 1: Clock synchronicity (or synchronicity) is used as KPI of clock synchronisation services.

error: discrepancy between a computed, observed or measured value or condition and the true, specified or theoretically correct value or condition. 

NOTE 2: taken from [3].











factory automation: automation application in industrial automation branches typically with discrete characteristics of the application to be automated with specific requirements for determinism, low latency, reliability, redundancy, cyber security, and functional safety.
NOTE Y10: Low latency typically means below 10 ms delivery time.

NOTE Y11: This definition is taken from [x11].




process automation: automation application in industrial automation branches typically with continuous characteristics of the application to be automated with specific requirements for determinism, reliability, redundancy, cyber security, and functional safety.

NOTE Y13: This definition is taken from [x11].

service area: geographic region where a 3GPP communication service is accessible. 

NOTE Y14: The service area can be indoors.

NOTE Y15: For some deployments, e.g., in process industry, the vertical dimension of the service area can be considerable. 

NOTE Y16: This definition was taken from subclause 3.1 in [2].



transfer interval: time difference between two consecutive transfers of application data from an application via the service interface to 3GPP system. 

NOTE Y18: This definition is based on subclause 3.1.85 in [x10].

vertical domain: an industry or group of enterprises in which similar products or services are developed, produced, and provided.
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