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 Start of Change 1 


5.3.18.6.3 
Public networks in flexible production scenarios


The supply chain in the factory can include deliveries by external companies that use automated HGVs or AGVs (see also Clause 5.3.15). Also, intelligent tags can be attached to incoming and outcome goods and these tags will require continuous services (e.g., localisation; clock; communication for low-bit-rate, non-deterministic data upload). The majority of all communication services will still run in the type-a network, but some would be run in the PLMN. Here it is assumed that the MNO operates both a PLMN and the type-a network in the factory. The type-a network could be realised as a private slice of the PLMN network. 

	Reference Number
	Requirement
	Comments

	Factories of the Future 18.15
	the 5G system shall be able to respond to an authorized user request to provide real-time QoS monitoring and logging data within 5s, regardless of whether a UE is connected to the type-a network or a the PLMN of the MNO that operates the type-a network. 
	This assumes, of course, that the user is connected to the 5G system, e.g., via a UE and that the monitoring service request is granted.

This scenario is interesting from a coverage point of view. Instead of extending the coverage of the specialised network so that it also covers the outdoor areas of a factory, the PLMN can decide to provide coverage in that area via the PLMN. 


	Factories of the Future 18.16
	The 5G system shall be able to limit authorised communication services to defined areas, network segments, automation devices, or applications. The related access rights can be organised by user groups.
	

	Factories of Future 18.17


	The 5G system shall be able to also offer PLMN services for authorised UEs that are connected to the private slice of the PLMN that serves this UE. 


	The private slice is part of the PLMN. 

Here, access to the private slice of the PLMN is conditioned on authorisation by the lists provided by the factory owner or their delegates. Such lists can include the exclusion of UEs that are black-listed in the private slice. Communication between the PLMN and the private slice takes places via a secure interface.
Rationale: if, for instance, a laptop on the shop floor is connected to the private slice, parallel connections to the public 5G network through a dedicated slice can be established.

	Factories of the Future 18.18
	The 5G system shall be able to synchronize the time clock of the UEs that are distributed across several 5G deployments. The 5G system shall expose related clock interfaces to other trusted 5G deployments.
	Examples: a UE leaves the coverage area of the type-a network and attains access and subsequently a time signal from the PLMN.
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5.3.20.5
Potential Requirements 


	Reference number
	Requirement text
	Application / transport
	Comment

	Factories of the Future 20.1
	The 5G system shall support the deployment of type-a networks.
	
	An type-a network may be realised as e.g., private equipment, contracted with an MNO, private slice

This is a deployment requirement rather than a technical requirement.

	Factories of the Future 20.2
	The 5G system shall support a mechanism for a UE to identify a type-a network.
	
	This requirement may be met in different ways, depending on how the type-b network is realised (e.g., private equipment, contracted with an MNO, private slice).

	Factories of the Future 20.3
	The 3GPP system shall support a mechanism to allow a UE to select a type-a network it is authorised to access.
	
	This requirement may be met in different ways, depending on how the type-a network is realised (e.g., private equipment, contracted with an MNO, private slice).

	Factories of the Future 20.4
	A UE shall be able to detect the availability of an type-a network supported by a cell before attempting to access the cell.
	
	This requirement may be met in different ways, depending on how the type-a network is realised (e.g., private equipment, contracted with an MNO, private slice).

	Factories of the Future 20.5
	The 3GPP system shall support a mechanism to prevent a UE from accessing an type-a network it is not authorised to select.
	
	This requirement may be met in different ways, depending on how the type-a network is realised (e.g., private equipment, contracted with an MNO, private slice).

	Factories of the Future20.6
	A UE shall support multiple simultaneously active subscriptions.


	
	

	Factories of the Future 20.7
	A UE shall support a mechanism to simultaneously receive services using multiple subscriptions and connections to multiple type-a networks and/or PLMNs.
	
	

	Factories of the Future 20.8
	Subject to an agreement between the operators/service providers, operator policies and the regional or national regulatory requirements, the 5G system shall support intersystem mobility between a type-a network and a PLMN.
	
	Supporting intersystem mobility between a type-a network and PLMN depends on several factors e.g., having the appropriate business relationship in place between the network operators. 

Using common identifiers

Using common authentication

	Factories of the Future 20.9
	A type-a network shall be able to provide service for UEs with subscriptions to different type-a network and/or PLMN operators.
	
	This requirement allows the case where the type-a network provides service for both UE1 and UE2 where UE1 also has a subscription with MNO-A and UE2 also has a subscription with MNO-B.

	Factories of the Future 20.10
	A type-a network shall be able to operate in either licensed or unlicensed bands.
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5.3.21.1
Description


An industrial automation application is a complex system that encompasses many hardware and software products of different types and from different vendors. Industrial automation systems are locally distributed and are typically served by wired and wireless communication networks of different types and with different characteristics. If the production process—or one of its sub-processes—does not work properly, there is the need to quickly find and eliminate the related error or fault in order to avoid significant production and thus financial losses. To that end, automation devices and applications implement diagnosis and error-analysis algorithms as well as predictive maintenance features.

Due to their inherent challenges, wireless communication systems are usually under suspicion in case an error occurs in a distributed automation application. Therefore, diagnosis and fault analysis features for 5G communication systems are required. The 5G communication system needs to provide sufficient monitoring information as input for such diagnosis features.

The related communication services can be provided by a locally deployed type-b network or type-a network or by a private slice in a PLMN.



 End of Change 3



 Start of Change 4 


5.5.2.1
Description


A video analytics company is contracted to analyse CCTV streams for enforcing restricted zones at various related retail locations across a country. The local cameras implement motion detection, and on detection motion in their field of view, they live stream to the video analytics company for analysis. The remote analysis is based on object & facial recognition and provides informational alerts to employees at the retail location guiding security responses.

The purpose of using a private slice in this scenario is to ensure that the video streams have sufficient guaranteed quality of service to remain at a high quality (i.e. no UE rate adaptation), consistent latency & throughput to prevent buffering, and – very importantly – that the video stream is routed in such a way as to avoid network video optimisation functions which would otherwise compress the feed, making analysis more difficult.

An example of the deployment scenario is in Figure 5.5.2.1-1.
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Figure 5.5.2.1-1: Public wide-area network with private slices for industrial automation
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5.5.2.3
Service flows


A camera is positioned and configured to monitor an emergency fire escape and door and the camera is provisioned with network credentials either prior to installation or remotely by (a) the MNO operating the public network, (b) the CCTV operator via a platform offered by the MNO operating the public network. The CCTV camera is also authorised to use the "CCTV" private slice of the public network.

The CCTV camera detects motion and the CCTV camera is triggered by this activity to stream its feed to a video analytics server via the 5G MNO network covering the location.

The CCTV establishes a connection to the 5G MNO network to us the "CCTV" private slice which offers sufficient GBR for 1080p@30f/s with low jitter & traffic routeing without a video optimisation server. The CCTV camera sets up a stream to the configured remote server at the video analytics company and the 5G MNO routes the traffic appropriately with the requisite QoS.

The video analytics server performs object recognition ("person") and then facial recognition ("active security employee") to determine that this is not a threat and alerts the on-site operators of the retail venue of the situation, including advice to cancel any ongoing alarms in that area.

5.5.2.4
Post-conditions

The remote server terminates the stream and the CCTV camera returns to motion detection.

5.5.2.5
Challenges to the 5G system


This use reuses several of the existing features of the 5G system such as private slices supporting scalability, minimum reserved capacity, and data isolation.

Special challenges to the 5G system associated with this use case are the protection of the integrity of the user data.

5.5.2.6
Potential requirements

	Reference number
	Requirement text
	Application / transport
	Comment

	Smart Cities 1.1# 


	The 5G system shall enable the network operator to protect the integrity of user data for services provided by a private slice
	T
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5.7.5.6 
Potential requirements

	Reference number
	Requirement text
	Application / transport
	Comment

	Centralised Power Generation 4.1
	The 5G system shall provide a communication service interface for negotiating communication service requirements during communication service requests in type-a networks.

	T


	Communication service requirements include KPIs (end-to-end latency, timeliness, communication service availability, user-experienced data rate, etc). .

	Centralised Power Generation 4.2
	The 5G system shall support the automated, dynamic setup and configuration of communication services in type-a networks.
	T
	Setup and configuration of communication services is permitted to authorised and authenticated users. Manual interaction during the set-up of communication services is reduced to a minimum.

	Centralised Power Generation 4.3
	The 5G system shall provide communication service admission control that does not infringe on guaranteed QoS of previously admitted communication services in type-a networks.
	T
	The dynamic setup of communication services is not allowed to disturb already running communication services.

	Centralised Power Generation 4.4
	The 5G system shall be scalable with respect to (1) the number of concurrently established communication services and, (2) the number of concurrent setups of communication services in type-a networks.
	T
	No. 2 refers to scalable setup procedures for communication services. The setup time of the communication services needs to be limited to a reasonable duration.

	Centralised Power Generation 4.5
	The 5G system shall assure isolation and coexistence of running communication services in type-a networks, including the case where the services serve applications with different QoS requirements.
	T
	

	Centralised Power Generation 4.6
	The 5G system shall provide a monitoring interface for monitoring the type-a network. Access to this interface shall be provided both locally and remotely.
	T
	Network monitoring can be carried out locally (for instance at the wind turbine by technicians or at local control centre of the wind power plant communication network), or remotely by the remote service centre.

	Centralised Power Generation 4.7
	The network components of the 5G system shall be remotely configurable and shall allow monitoring of device state and communication service state for a type-a network.
	T
	

	Centralised Power Generation 4.8
	The network components of the 5G system shall be remotely configurable and shall allow monitoring of device state and communication service state for a type-a network.

	T
	

	Centralised Power Generation 4.9
	The 5G system shall be able to run type-a-network communication services that support an end-to-end latency of 16 ms, a communication service availability of 99,9999999%, and packet error ratio of less than 10-9.
	T


	This type of communication service can be provided via a wired connection.

	Centralised Power Generation 4.10
	The 5G system shall support multi-tenancy in a type-a network, including tenants with restricted network access.
	
	Not every tenant may be allowed to "see" or access all service endpoints in the wind turbines etc. (network-based access control; not at application layer). Furthermore, there might be restrictions on the accessible resource (e.g., bandwidth).

	Centralised Power Generation 4.11


	The 5G system shall be able to establish private slices in a type-a network. It shall be able to enforce corresponding QoS parameters and communication service requirements in the private slices (multi-tenancy).
	T
	The private slices of different tenants are isolated from each other. Communication services of one tenant do not interfere with communication services from another tenant.

	Centralised Power Generation 4.12
	The 5G system shall support dynamic setup of new tenant and user profiles in type-a networks.
	T
	

	Centralised Power Generation 4.13
	The 5G system shall support Ethernet LAN services in type-a network deployments.
	
	Ethernet LAN services are needed in the 5G system for migration scenarios. VLAN configurations of today’s wind power plant communication networks need to be supported by the 5G system.

	Centralised Power Generation 4.14
	The 5G system shall support uninterrupted real-time video streaming for UEs moving between a type-a network and a PLMN. 
	
	A suitable agreement between the type-a-network MNO and the PLMN MNO needs to be in place.
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6.4.3
Potential security requirements

The following potential security requirements are considered to be essential for automation in vertical domains in addition to the potential requirements in Clause 5.3.19.6.

	Reference number
	Requirement text
	Comment

	Security 1
	Type-b and type-a 5G networks shall permit over-the-top end-to-end security protocols in general, and for "stringent QoS"–traffic in particular.
	For more information see "5G as communication infrastructure" in Clause 6.4.2.

	Security 2
	An automation application that uses a 5G communication service shall be able to log and audit the 5G security mechanisms used by the communication service [43].
	For more information see "Reliance on 5G security alone" in Clause 6.4.2.

	Security 3
	The 5G system shall expose an interface that provides to the automation system operator security logging information for UEs of the automation system (note 1).
	For more information see "Reliance on 5G security alone" in Clause 6.4.2.

	Security 4
	Mutual authentication of UE and of the 5G system—plus the integrity of transmitted messages on the user plane—shall always be ensured. (note 2) 
	See requirements SR1.6 and SR3.8 in [42] and "Message integrity" in Clause 6.4.2.

Also see clauses 5.1.3 and 5.2.3 in [51]. 

	Security 5


	In case a 5G communication service in a type-a network is provided through a private slice of a PLMN, authentication should still be possible even when backhaul connection is not available
	

	NOTE 1: The provided log information allows the automation system operator to check whether the expected security features for 5G access of UEs of the automation system are in fact active.

NOTE 2: This is also the case when communication confidentiality is not used, for instance due to telecom regulatory limitations.
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8.2.1.1
Type-a/type-b network requirements 

	Reference number
	requirements
	Use case requirement 

reference

	Nsd.Pnd.1
	The 5G system shall support type-a and type-b networks. 
	Factories of the Future 14.1

Factories of the Future 20.1, 

Electric Power Distribution 3.6 

	Nsd.Pnd.2
	The 5G system shall support type-a and type-b networks that provide coverage within in specific geographical area.
	PMSE 1.7

PMSE 2.6

	Nsd.Pnd.3
	The 5G system shall support both physical and virtual type-a and type-b networks. 

Editor’s note: This requirement is FFS
	PMSE 1.7 

PMSE 2.6

	Nsd.Pnd.4
	The 5G system shall support unique network identifiers for type-a and type-b networks. 


	Factories of the Future 15.1

Factories of the Future 19.7

	Nsd.Pnd.5
	The 5G system shall support type-a and type-b networks as private slices with traffic, QoS, and service separation between tenants, e.g., communication services of one tenant do not interfere with communication services from another tenant. 

Editor’s note: This requirement is FFS
	Electric Power Distribution 3.7

Centralised Power Generation 4.11

	Nsd.Pnd.6
	The 5G system shall support multi-tenancy in a type-a or type-b network such that there may be restrictions on which resources an individual tenant is allowed to access. 
	Centralised Power Generation 4.10

	Nsd.Pnd.7
	The 5G system shall support capability to deploy type-a and type-b network in either licensed or unlicensed bands.
	Factories of the Future 20.10

	Nsd.Pnd.8
	Type-a networks shall only use 3GPP authentication methods, identities, and credentials for network access.
	–

	Nsd.Pnd.9
	The 5G system shall support operator-controlled alternative authentication methods (i.e., alternative to AKA) with different types of credentials for network access for IoT devices connecting to type-b networks (e.g., for industrial automation). (note)
	–

	Nsd.Pnd.10
	For a type-b network, the 5G system shall support network access using identities, credentials, and authentication methods provided and managed by a 3rd party and supported by 3GPP. (note)
	–

	NOTE: Taken from TS 22.261 V15.4.0, clause 8.3 and aligned with terminology in the present document.
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8.2.5.4 Authentication & authorisation requirements 
	Reference number
	Requirements
	Use case requirement reference

	Nsa.Aa.1
	The 5G system shall support encryption and authentication for the (bi-directional) URLLC service with high bandwidth.
	Factories of the Future 10.6

	Nsa.Aa.2
	The 5G system shall be able to authorise 5G service with defined restrictions and enforce the restrictions for each authorised UE. (note)
	Factories of the Future 18.16

	Nsa.Aa.3
	The 5G system shall support a suitable framework for subscriber network access authentication for type-b networks, e.g., EAP.
	Factories of the Future 19.8

	Nsa.Aa.4
	The 5G system shall support a mechanism to prevent a UE from attempting to attach to a network it is not authorised to select.
	Factories of the Future 20.5

	Nsa.Aa.5
	The 5G system shall support authentication in a private slice of a PLMN even when backhaul connection to the private slice is not available.
	Security 5

	NOTE: The restrictions can be defined areas, network segments, automation devices type, or applications.
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Annex G:
Properties synopsis of type-a and type-b networks

	Property
	PLMN
	Type-a network
	Type-b network

	Service provided for
	Public access
	Limited access (e.g., enterprise)
	Limited access (e.g., enterprise)

	Authentication method, identities, credentials
	3GPP only
	3GPP only
	May use alternative

	Roaming support to a PLMN
	In- and out-bound
	In- and out-bound
	None

	Interaction with a PLMN (i.e. service continuity) 
	Yes 
	Yes 
	None 

	Functionality
	Typical PLMN capabilities
	May have specific capabilities (e.g., URLLC, TSN)
	May have specific capabilities (e.g., URLLC, TSN)
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3.1
Definitions

For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].

aggregator: Service provider managing a system of electric generation units, storage systems, and load (consumers), with independent control and customer support in its own coverage area.
automation: the automatic operation or control of a process, device, or system.

NOTE 1: This definition is based on [10].

characteristic parameter: numerical value that can be used for characterising the dynamic behaviour of communication functionality from an application point of view.

clock synchronisation service: the service to align otherwise independent UE clocks. 

clock synchronicity: the maximum allowed time offset within the fully synchronised system between UE clocks. 

NOTE 2: Clock synchronicity (or synchronicity) is used as KPI of clock synchronisation services.

communication service availability: percentage value of the amount of time the end-to-end communication service is delivered according to an agreed QoS, divided by the amount of time the system is expected to deliver the end-to-end service according to the specification in a specific area.

NOTE 3: The end point in "end-to-end" is assumed to be the communication service interface.

NOTE 4: The communication service is considered unavailable if it does not meet the pertinent QoS requirements. If availability is one of these requirements, the following rule applies: the system is considered unavailable in case an expected message is not received within a specified time, which, at minimum, is the sum of end-to-end latency, jitter, and survival time.

NOTE 5: This definition was taken from clause 3.1 in [3].

communication service reliability: ability of the communication service to perform as required for a given time interval, under given conditions.

NOTE 6: Given conditions would include aspects that affect reliability, such as: mode of operation, stress levels, and environmental conditions.

NOTE 7: Reliability may be quantified using appropriate measures such as meantime to failure, or the probability of no failure within a specified period of time.

NOTE 8: This definition is based on [2].

end-to-end latency: the time that takes to transfer a given piece of information from a source to a destination, measured at the communication interface, from the moment it is transmitted by the source to the moment it is successfully received at the destination.

NOTE 9: This definition was taken from clause 3.1 in [3].

IoT device: a type of UE which is dedicated for a set of specific use cases or services and which is allowed to make use of certain features restricted to this type of UEs.

NOTE 10: An IoT device may be optimised for the specific needs of services and application being executed (e.g., smart home/city, smart utilities, e-Health and smart wearables). Some IoT devices are not intended for human type communications.

NOTE 11: This definition was taken from clause 3.1 in [3].

isochronous: the time characteristic of an event or signal that is recurring at known, periodic time intervals.

NOTE 12: Isochronous data transmission is a form of synchronous data transmission where similar (logically or in size) data frames are sent linked to a periodic clock pulse.

NOTE 13: Isochronous data transmission ensures that data between the source and the sink of the A/V application flows continuously and at a steady rate.

influence quantity: quantity not essential for the performance of an item but affecting its performance. 

NOTE 14: This definition is taken from IEV 151-16-31 in [45].

jitter: the maximum deviation of a time parameter relative to a reference or target value 

NOTE 15: In this document, jitter is used for describing the variation of end-to-end latency and update time. 

microgrid: Local grid, with own energy generation and power consumption; limited geographical area, typical example: power network for a university campus.
private slice: a dedicated network slice deployment for the sole use by a specific tenant.
renewable generators: photovoltaic panels or wind turbines; energy generation unit.

survival time: the time that an application consuming a communication service may continue without an anticipated message.
NOTE 16: This definition was taken from clause 3.1 in [3].

transmission time: the interval from a start event at the reference interface of a source until a stop event of the same transmission at the reference interface of a target.

NOTE 17: Depending on the type of reference interface, the start event can be the transfer of the first bit of user data, the first byte, or a trigger event at a process interface. Respectively, the stop event can be the last bit of user data, the last byte or a trigger event of a process interface.

NOTE 18: This definition is based on [19].

type-a network: a 3GPP network that is not for public use and for which service continuity and roaming with a PLMN is possible. 
NOTE 19: The properties of type-a networks are summarised in Annex G.

type-b network: an isolated 3GPP network that does not interact with a PLMN. 
NOTE 20: The properties of type-b networks are summarised in Annex G.
update time: the interval from a start event at the reference interface of a target until a following stop event at the same reference interface.

NOTE 21: Depending on the type of reference interface, the start event can be the transfer of the last bit of user data, the last byte, or a trigger event at the process interface of a consumer. 

NOTE 22: The stop event can be the last bit of user data, the last byte, or a trigger event of a process interface that can be referred to the following successful transmission of the same source

NOTE 23: This definition is based on [19].

up state: state of being able to perform as required.

NOTE 24: This definition is based on entry IEV 192-02-01 in [45].

up time: time interval for which the item is in an up state.

NOTE 25: This definition is based on entry IEV 192-02-02 in [45].

user equipment: An equipment that allows a user access to network services via 3GPP and/or non-3GPP accesses.

NOTE 26: This definition was taken from Clause 3.1 in [3].

user experienced data rate: the minimum data rate required to achieve a sufficient quality experience, with the exception of scenario for broadcast like services where the given value is the maximum that is needed.

NOTE 27: This definition was taken from clause 3.1 in [3].

vertical domain: a particular industry or group of enterprises in which similar products or services are developed, produced, and provided.
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