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4.3.4.4
Describing dependable communication services

In order to deliver a dependable communication service, one needs to assure the "continuity of service against failures and denial of service access and disengagement, and the transfer of user information against loss or interruption.” [2]. The dependability of the service from an end-user perspective is ensured at the service access point (interfaces in Figure 4.3.3.3.1-1). The end-user dependability requirements determine the required network performance, which in turn determine the required network parameters. As outlined in Clause 4.3.4.3, dependability requirements can be sorted under four serviceability criteria. However, as discussed in Clause 4.3.4.2, the dependability mind set also necessitates the differentiation of requested, offered, achieved and experienced dependability. The implied assurance is another paramount facet of a communication service. Assurance is a praxis that produces assurance judgments, i.e. statements that inspire confidence of, for instance, the user of the communication service. Ideally, assurance judgments are based on evidence. The evidence on which an assurance judgement is based can be obtained by the means of service monitoring. More on assurance, assurance methodology, and assurance frameworks can be found in appendix A.3 of [23]. More details on communication assurance and monitoring for assurance can be found elsewhere in the literature [24]. Such monitoring could, for instance, include the communication service availability. If the service monitoring shows that the service has been available for more than 99,92% over a year, the following assurance statement can be made: "The continuous monitoring of communication service availability over a year shows that the unavailability of the communication service is less than 0,08%. This implies that the communication service availability requested by the user, i.e. 99,9%, is met." Assurance takes place at the service interface, which is the single point of interaction between the communication network and the users, i.e. the automation functions. The set of facets of a dependable communication service is summarised in Figure 4.3.4.4-1.
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Figure 4.3.4.4-1: Facets of a dependable communication service

So far only automation functions have been addressed, but other types of applications requiring dependable communication services, e.g. PMSE (see Clause 7.8) can be served by the same conceptual framework.

So what about the related service description, in particular the service interface? Table 4.3.4.4-1, 4.3.4.4-2 and 4.3.4.4-3 summarise candidate interface parameters. The lists are grouped according to whether the parameter stands for automation function requirements (Table 4.3.4.4-1), influence quantities (Table 4.3.4.4-2), or management/control parameters (Table 4.3.4.4-3). The meaning of the columns is explained after each table. 


NOTE 1: Some of the terminology in the following tables is defined in Clause 3.1.


NOTE 2: The end-to-end connectivity either takes place on layer 3 (IP traffic) or layer 2 (Ethernet) for the use cases described in the present document. The parameters in Table 4.5.4.4-1 to 4.3.4.4-3 apply to both types of services.


NOTE 3: Parameters described in Table 4.3.4.4-1 to 4.3.4.4-3 are applicable to the use cases in the following Clauses: 5.1, 5.3, 5.3.1. to 5.3.14, 5.3.18, 5.6.4, 5.6.5, 5.8.2 to 5.8.4. 


NOTE 4: Not all of the parameters in Table 4.3.4.4-1 and Table 4.3.4.4.-2 would be used in a service call. 

NOTE 5: Ingress and egress in this Clause are in reference to the communication service interface between the source application and the communication service interface (ingress) and the communication service and the target application (egress).

Table 4.3.4.4-1: Candidate characteristic parameters for the dependable communication service interface

	Parameter name
	Typical metric (unit)
	Traffic class (note 6)

	
	
	Deterministic periodic communication
	Deterministic a-periodic communication
	Non-deterministic communication

	Communication service availability
	Minimum availability (dimensionless)
	X
	X
	X

	End-to-end latency
	Target value and jitter (s)
	X
	X
	X

	Time between failures
	Mean time between failures (s)
	X
	X
	X

	Time-triggered transmission
	Time schedule {time, window size} (s)
	X
	X
	–

	Service bit rate
	Target value (bit/s); user experienced data rate (bit/s); time window (s)
	–
	X
	X

	Update time
	Target value and jitter (s)
	X
	–
	–

	NOTE 6: – application requirements (KPIs). X: applies; –: does not apply.


Parameter description

Communication service availability
This parameter indicates if the communication system works as contracted ("available"/"unavailable" state). The communication system is in the "available" state as long as the availability criteria for transmitted packets are met. The service is unavailable if the packets received at the target are impaired and/or untimely (e.g. update time > stipulated maximum). If the survival time is larger than zero, consecutive impairments and/or delays are ignored until the respective time has expired (see Figure A.2-1).

End-to-end latency

This parameter indicates the time allotted to the communication system for transmitting a message (see Clause 3.1) and the permitted jitter.

Time between failures

This parameter is an indicator for communication service reliability (see Clause 4.3.3.3.2). This parameters states how long the communication service has to be available before it becomes unavailable. For instance, a mean time between failures of one day indicates that a communication service on average has to run error-free for one day before an error / errors make the communication service unavailable (see above). The default value is zero.

Time-triggered transmission

With time triggered transmission, the messages are forwarded according to a configurable time schedule, which is based on a reference time. The time schedule defines the time windows when the message shall be transmitted. Time-triggered transmission is contingent on a global network time and suits periodic communication of very low update time. This type of service is suitable when the target application does not keep the time.

Service bit rate

a) deterministic communication

The target value indicates committed data rate in bit/s sought from the communication service. This is the minimum data rate the communication system guarantees to provide at any time, i.e. in this case target value = user experienced data rate. 

b) non-deterministic communication

The target value indicates the target data rate in bit/s. This is the information rate the communication system aims at providing on average during a given (moving) time window (unit: s). The user experienced data rate the lower data rate threshold for any of the time windows.

Update time

Applicable only to periodic communication, the update time indicates the time interval between any two consecutive messages delivered from the egress (of the communication system) to the application (see Clause A.4).

Traffic classes

In practice, vertical communication networks serve a large number of applications exhibiting a wide range of communication requirements. In order to facilitate efficient modelling of the communication network during engineering and for reducing the complexity of network optimisation, disjoint QoS sets have been identified. These sets are referred to as traffic classes [28]. Typically only three traffic classes are needed in industrial environments [28], i.e.

-
deterministic periodic communication; 

-
deterministic aperiodic communication; and 

-
non-deterministic communication.

For a discussion of determinism and periodicity see Clause 4.3.1.4. 

Deterministic periodic communication stands for periodic communication with stringent requirements on timeliness of the transmission.

Deterministic aperiodic communication stands for communication without a preset sending time. Typical activity patterns for which this kind of communication is suitable are event-driven actions.

Non-deterministic communication subsumes all other types of traffic. Periodic non-real time and aperiodic non-real time traffic are subsumed by the non-deterministic traffic class, since periodicity is irrelevant in case the communication is not time-critical.

Usage of the parameters in Table 4.3.4.4-1

Control service request and response; monitoring service response and indication.

Table 4.3.4.4-2: Candidate application influencing parameters for the dependable communication service interface 

	Parameter name
	Typical metric (unit)
	Traffic class (note 7)
	Usage of this parameter

	
	
	Deterministic periodic communication
	Deterministic a-periodic communication
	Non-deterministic communication
	

	Burst
	Peak bit rate (bit/s); Maximum burst length (s)
	–
	X
	X
	Control service request and response; monitoring service response and indication

	Survival time
	Maximum (s)
	X
	X
	–
	Control service request and response

	Message size
	Maximum or current value (byte)
	X
	(X)
	(X)
	Control service request and response; non-deterministic data transmission; deterministic aperiodic data transmission

	Transfer interval
	Target value and jitter (s)
	X
	X
	–
	Control service request and response

	NOTE 7: X: applies; (X): usually does not apply; –: does not apply.


Parameter description

Burst

This parameter represents the peak bit rate in bit/s and corresponding burst length in s. 

Survival time

The maximum survival time indicates the time period the communication service may not meet the application's requirement before it is deemed to be in an unavailable state. 
NOTE 6: The survival time indicates to the communication service the time available to recover from failure. This parameter is thus tightly related to maintainability (see Clause 4.3.3.3.4) and the serviceability facet "service retainability" (see Clause 4.3.4.3).

Transfer interval

Applicable only to periodic communication, the transfer interval indicates the time elapsed between any two consecutive message delivered by the automation application to the ingress of the communication system (see Clause A.4).

Message size

The user data length indicates the (maximum) size of the user data packet delivered from the application to the ingress of the communication system and from the egress of the communication system to the application. For periodic communication this parameter can be used for calculating the requested user-experienced data rate (see Clause A.4). If this parameter is not provided, the default is the maximum value supported by the PDU type (e.g. Ethernet PDU: maximum frame length is 1522 octets, IP PDU: maximum packet length is 65535 octets). 

Usage of the parameters in Table 4.3.4.4-2

Control service request and response; monitoring service response and indication.

Table 4.3.4.4-3: Candidate control and management parameters for the dependable communication service interface

	Parameter name
	Parameter description
	Service using this parameter

	Application identifier
	Indicates the user's (application's) service interface and service instance, which is to be notified of communication related events (e.g. contracted forwarding behaviour can no longer be met)
	All service primitives

	Communication service identifier / traffic flow identifier
	Indicates the data flow which shall be forwarded according to the mutually agreed (contracted) parameters. The traffic flow identifier is associated with a set of traffic filters, which filter traffic according to protocol data understood by the automation and the communication function.
	All service primitives

	Quality class identifier
	Indicates the traffic class of the service flow.
	Control service requests and responses
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5.3.18.1
Description

In the Factories of the Future, static sequential production systems will increasingly be replaced by novel, modular production systems offering high production flexibility and versatility. The concept of modular production systems encompasses a large number of increasingly mobile production assets, for which powerful wireless communication and localisation services are required. An example quantity structure for car manufacturing is provided in Annex E.

NOTE: 
The communication streams in this use case will usually have to coexist with those of other applications, e.g., massive wireless sensor networks (Clause 5.3.8) and remote access and maintenance (Clause 5.3.9).

 End of Change 3
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5.3.19.3
Service flows

The following tables describe the individual service flows for steps (1) and (2) in Figure 5.3.19.1-1 (for more details on the service flows see [45]). The other steps are out of scope for 3GPP. As a courtesy, they are summarised in Annex D for interested readers. Here we assume that the UE is integrated in the field device. We explicitly state "UE" in situations where the differences matters. 

A. Connection - connect field device physically

This step includes the preparation and physical installation of the field device in the automation system. The communication solution chosen is a 5G system. This step has no particular implications for the type-b 5G network.
	Sub-step
	Event
	Name of process/activity
	Description of process/activity

	1
	Field device mounting request
	Prepare field device for connection
	Bring the field device—which is a UE from the 5G system vantage point—to the location it shall be put in operation; unpack the field device; plug in power cable into power supply (if not battery-powered).

	2
	Field device prepared
	Plug in field device
	Bring the field device into the proximity of the 5G radio access point.

	3
	Field device plugged
	Turn on field device
	Switch power button on.


NOTE: The field device may have multiple, different communication ports, both wireless and wired.

B. Discovery - discover field device

This step includes the establishment of a network connection to the type-b 5G network.

	Sub-step
	Event
	Name of process/activity
	Description of process/activity

	1
	Field device switched on
	Recognise newly connected field device
	Field device detects connectivity at lower network layer. Here: type-b 5G connectivity at OSI layer three or two. The UE compares the network ID with what is stored in the field device. If PLMNs are accessible the field device does not join them since their network ID does not match the stored value.

	2
	Field device recognised
	Assign network address
	Network access authentication: mutual authentication of field device and type-b 5G network using available, persistent credentials for type-b network access.

	3
	Field device is addressable via the network
	Notify field device management
	Announce the field device to the field device management server to start configuring it. This can, for instance be done by the field device itself.
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5.6.3.6
Potential requirements

	Reference number
	Requirement text
	Application / transport
	Comment

	Electric Power Distribution 2.1
	The 5G system shall support highly performant traffic with voltage measurement intervals in the order of 200 ms for a communication group of up to 100.000 UEs and payload sizes of approximately ~ 100 bytes.
	T
	

	Electric Power Distribution 2.2
	The 5G system shall support highly performant traffic with transmitting measurements and control commands with an end-to-end latency in the order of ~ 100 ms.
	T
	

	Electric Power Distribution 2.3
	voltage control procedures for local, decentralised grids with minimum end-to-end latency, and maximum reliability and privacy 
	T
	

	Electric Power Distribution 2.4
	The 5G system shall ensure that critical data traffic for power utilities is not disturbed by other traffic even at peak times of load on the user plane. 
	T
	

	Electric Power Distribution 2.5
	The 5G system shall support data integrity protection and message authentication, even for communication services with ultra-low latency and ultra-high reliability requirements 
	T
	

	Electric Power Distribution 2.6
	The 5G system shall support hot-plugging in the sense that new devices may be dynamically added to and removed from a voltage control application, without any observable impact on the other nodes.
	T
	

	Electric Power Distribution 2.7
	The 5G system shall not violate valid, general privacy principles applicable for electrical networks in general, and support data minimisation and user consent if any data collection such as frequency and impedance measurements in the local smart grid are unavoidable for providing the required services.
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5.6.6.1
Description

As the development of distributed plant connecting to smart grid, the fault characteristic of Distribution Power Network has been changed significantly. Traditional methods can’t fully meet the fault location and isolation need. Differential protection (DP) has been widely used in HVAC system can be introduced to solve this problem. DP has, following advantages: simple principle, high reliability, precise selection. 

Several distribution termination units (DTUs) compose the protection zone of DP. All DTUs exchange their current values information with their neighbours in a strict cyclic pattern. A timestamp is associated with each current value and indicates when the current value is sampled. If fault occurs out of the protection zone, differential current among all DTUs is almost zero. If fault is inside, differential current will exceeds thresholds, protection release, and the circuit breaker can cut off the circuit. So the fault is isolated. That is the principle of DP. Considering current is AC value that means sample value changes periodically. Synchronise is very important to make sure all DTUs sample at exactly the same time.

As illustrated in Figure 5.6.6.1-1, in Distribution Network of Smart Grid, all DTUs (e.g., DTU1, 2, 3) are synchronised with its neighbouring DTUs within 10µs to ensure that the current value was sampled exactly at the same time. The current of the DTU is sampled 24 times within 20 ms so that a cycle time of 0,833 ms is required to exchange the sampled information. This is done in a strictly cyclic and deterministic manner. The message, containing sampled current value, voltage value and so on, is transmitted from one DTU to its neighbouring DTUs with an end-to-end latency of less than 15 ms. The message size is approximately 250 bytes according to IEC 61850, with a data rate of at least 2 Mbit/s. 

Nowadays, the DP can be implemented based on cable transmission with high O&M load and high deployment cost. But in Distribution Network, a great quantity of stations is needed to achieve wide coverage, so it is not appropriate to implement DP. 
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Figure 5.6.6.1-1: DP implementation in Distribution Network of Smart Grid
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5.7.5.4 
Post-conditions

All communication services related to the maintenance action have been disengaged (torn down). The wind power plant communication network is mostly in the same configuration as before the service flows in Clause 5.7.5.3. Furthermore, communication services for the added continuous data analytics functionality for predictive maintenance are running.
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8.2.6
Other general requirements 

	Reference number
	Requirements
	Use case requirement 

reference

	Ogr.6
	The 5G system shall support deterministic cyclic data communication.
	

	Ogr.7
	The 5G system shall support deterministic and nondeterministic aperiodic traffic
	

	Ogr.1
	The 5G system shall support UE mesh networks with multi-hop functionality.
	Factories of the Future 8.3

	Ogr.2
	The 5G system shall support establishing on-demand communication which can be triggered by the network. 


	Factories of the Future 9.1

Factories of the Future 9.2

	Ogr.3
	The 5G system shall support the capability to provide time-guaranteed communications with a defined pattern. (note)
	Centralised Power Generation 2.1

	Ogr.4
	The 5G system shall support Edge Computing for local processing.
	Factories of the Future 8.5

	Ogr.5
	The 5G system shall support dynamic communication QoS negotiation between UE and the network. 
	Factories of the Future 18.11

	NOTE: The example of the defined pattern can be: when to start the service, during what time interval the service may/may not take place. 
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B.6

Unacceptable delay

Messages may be delayed beyond their permitted arrival time window, for example due to errors in the transmission medium, congested transmission lines, interference, or due to bus participants sending messages in such a manner that services are delayed or denied (for example FIFOs in switches, bridges, routers).

NOTE: 
In underlying field buses using scheduled or cyclic scans, message errors can be recovered in the following ways:

a)
immediate repetition;

b)
repetition using spare time at the end of the cycle;

c)
treating the message as lost and waiting for the next cycle to receive the next value.

In case (a), all the following messages in that cycle are slightly delayed, while in case (b) only the resent message gets a delay.

Cases (a) and (b) are often not classed as an unacceptable delay.

Case (c) would be classed as an unacceptable delay unless the cycle repetition interval is short enough to ensure that delays between cycles are not significant and the next cyclic value can be accepted as a replacement for the missed previous value [25].
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