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Abstract: this paper propose to add a new use case for live media production service in 5GS in TR22.827.
------------------------- Start of Change ----------------------------

5.X
Live Immersive Media Service
5.X.1
Description

This use case proposes a new service using real-time A/V production in sport ground. According to statistics report, broadcast revenue from the Summer Olympic Games for the 2016 Olympics in Athens was at about 1.5 billion U.S. dollars. In recent years, immersive media applications have attracted lots of attentions and made some technical breakthrough, e.g. freepoint technologies, and improving computing powers. In Olympics, the immersive media services can be provided to audiences at the scene or remote audiences all over the world. On the other hand, such services would be potential business opportunities for multiple operators, and production vendors. The natures of flexibility and virtualization in 5GS and the support of network slicing and non-public network make the support of live immersive media services possible to overcome deployment challenges for 3rd parties. 
The real-time A/V production for live immersive media involve three major processes, including media acquisition, media production, and media distribution, as shown in Figure 5.X.1-1 for an example of real-time A/V production to provision live immersive media service at NFL in the US. The example shows 30+ cameras of UE capability are deployed around the football stadium to bean on the football players and connected to 5G network via NG-RANs in local non-public network which can be operated by 3rd party or MNO. 
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Figure 5.X.1-1: Live Immersive Media production for Sport Games in 5G network
Media Acquisition: the involving entities/functions include sensors, the professional 360 degree cameras, live media production function (LMPF), and 5G network infrastructure. In support of live immersive media production, it is important to capture as much live videos in different angles, locations as possible. Therefore, the live media production function have to be able to remotely control cameras in real-time whenever needed.
Media Production: the LMPF has the following logical functionalities:
· Media Content Storage: to store the uploaded video streams/clips from all the sensors and cameras for further production. 

· Media Production Console: to decide the actions of the monitoring IoT devices, e.g. cameras, and send commands for dynamically adjusting parameters, e.g. for calibration and video shootings, of one or more cameras based on information provided by cameras and media production console. The monitoring features provided by the 5GS is used to configure the cameras and sensors for reporting specific events to the LMPF. Further, there may have different Media Production Consoles to produce media for different subscribed services subject to different service requirements. For example, for provisioning immersive media for audiences at the scene, the high throughput and low latency delivery of the live immersive media is required. On the other hand, for remote audiences, which may allow a relaxed latency requirements, the production of the media can mixed with other media sources, e.g. reporting, and advertisements.

Media Distribution: the produced media is stored and provided by the LMPF to the audiences at the scene, which have service subscriptions to the non-public network or private slice in PLMN, or audiences at remote sites all over the world, which have service subscriptions from their service providers. The LMPF can offer live media service by distributing it to the other operators (MNO/3rd parties) as service subscribers. If service agreements for the live media service are available. There are two methods to distribute the service:

· [pull model]: the LMPF already configures and setups the address and port to be accessed by the subscriber. The subscriber can retrieve the live media accordingly. The corresponding APIs are provided for the subscriber to retrieve the live media.

· [push model]: the LMPF already has stored address and port information to access the network of the subscribers. The LMPF can push the live media accordingly whenever available.

The 5G system can provision the live immersive media production service using a Live/Local Media Production Function (LMPF) to its customer, including MNOs and 3rd parties. The LMPF can be deployed as a virtual network function in 5G network or as an AF interfacing with 5G network over a standardized interface. The operation of the LMPF is for temporary and in a limited time.  

When LMPF as a virtual network function, the 5G system needs to provide APIs to the LMPF subscribers/customers, e.g. MNOs, 3rd parties, to request the live media service with required media types, media compression types, media related parameters, and its subscriber ID for LMPF service; to provide service authentication and authorization; to provide the security parameters for the media, e.g. integrity key, encryption key, encryption algorithms, etc.; to provides the access information, including network function address(s) (may be in other network function address depending on the deployment) or port number(s) for retrieving the live media, etc.

When LMPF as an AF, the 5G system needs to provide APIs to allow the LMPF service provider to request for media acquisition service from the 5G system with required media parameters with required media types, media compression types, media related parameters, and its subscriber ID; to request for media acquisition service from the 5G system with required device configuration, e.g. camera shooting angles, resolutions, resolutions, number of cameras, etc.; to request for device monitoring/reporting services from the IoT devices, e.g. the sensors and cameras; to request for device parameters adjustments for the specific devices, e.g. camera, when conducting media acquisitions, etc.

In addition, if the 5G system is also a service subscriber/customer of the produced live media from the LMPF, it needs to provide the APIs to receive the live media including to obtain the live media service with required media types, media compression types, media related parameters, and its subscriber ID for LMPF service; to get service authentication and authorization; to get the security parameters for the media, e.g. integrity key, encryption key, encryption algorithms, etc.; to get the access information, including LMPF function address(s) (may be in other address depending on the deployment) or port number(s) for retrieving the live media, etc.
Please note that service subscribers of the live media service is not limited to the service subscriber of the live media production service. The live immersive media production service in 5G network can be deployed in the following scenarios:

· a private slice in a PLMN shared among MNOs and 3rd parties (as shown in Figure 5.X.1-1)

· a non-public network which RAN/CN infrastructure is deployed by a 3rd party using spectrum leased from one or more MNO(s) and operated as a RAN sharing network shared among one or more MNO(s)/3rd parties.

5.X.2
Pre-conditions 
To achieve communication of automation in production system for producing real-time immersive media, it would require different system deployments depending on the types of the sports, the size of sport ground, number of athletes, the movement of the athletes, the speed of movement. For example, for sports of Olympics games, 

· the soccer game is with 14-22 players, fast and random movement, e.g. Gareth Bale’s (Real Madrid) record was 36.9 km/h, and 110m by 75m as dimension of field;

· swimming game is with at least 8 swimmers, predictable straight movement, e.g. Michael Phelps’s freestyle record was 1:42.96 (1.94m/sec), and 50m by 25m as dimension of pool; 

Sensors configuration and connectivity: Every Athletes wear sensors which are with UE capabilities and registered to the 5G network and connected with LMPF. The UEs reports location/speed/movement and capture/upload live videos streams/clips to the 5G network. The identification information of the athletes and the corresponding sensors need to be preconfigured and stored in LMPF. 

Professional Video Cameras with UE capabilities: The cameras are registered to the 5G network, connected with LMPF, and perform UE configuration updates. The LMPF can perform cameras calibration remotely when receiving reporting information from sensors and cameras. 

5.X.3
Service Flows

The service flow in provisioning a live immersive media production for sport game comprises the following steps:
Step1: Through 5G connection, each sensors starts to report its location based on configured monitoring event, and optionally upload video clips. And each camera starts to upload its live video based on configured specific area and operation parameters.
Step2: Based on the received sensors’ information and uploaded media from the cameras, the LMPF starts to produce live media by processing and combining all the videos information. Some post-production media, e.g. captions, live report, may be also combined during the production process.

Step3: The LMPF determines to adjust certain operation parameters for some cameras, it sends the commands to one or more specific cameras. For example, the media production console needs to zoom in a camera to focus on a specific area or one particular athlete. The delivery of the commands and responded action is real-time so that it can capture the highlight scene, e.g. touch down moment in football game.  
Step4: when receiving messages from LMPF, the camera executes actions based on received commands and camera parameters for operation of media acquisition, e.g. tracking object, e.g. a particular athlete at specific regions, shooting angle, focus, zoon in/out percentages, black/white balance, video pixels setting, etc. For camera with mobility capability, e.g. with wired tracks, or flying drones, the commands can include specific shooting geographical locations.  

Step5: the LMPF produces real-time live media, stores it, and distributed it based on the service agreements. The LMPF use push or pull model to distribute live media via 5G system with the supported APIs for the live media service subscribers. The live immersive media service can be distributed to the service subscribers, including: 

· Audience at the scene: have device with UE capability and subscription for non-public network or private slice in a PLMN.

· Remote Audience not at the scene: have viewing device w/o UE capability and with subscription for the live streaming service of selective games from service providers including MNOs and 3rd parties. 

5.X.4
Post-conditions

The live immersive media services for multiple sport games in Olympic are provisioning to audiences all over the world via 5G network during the whole Olympic time. The audiences at the scene or at remote location receive and enjoy the live immersive media.
5.X.5
Challenges to the 5G System

Editor Note’s: to be completed in cooperation with 3GPP

The challenges include:

· Provision live media production service and live media service to MNOs and 3rd parties in 5GS with flexible deployments to operate in temporary and a limited time. 
5.X.6
Potential Requirements

Editor Note’s: to be completed in cooperation with 3GPP.
[PR 5.X.6-1] The 5G system shall support LMPF in 5GS to provide live media production service, including media acquisition, media product, and media distribution, to the service subscribers including MNOs and 3rd parties.

[PR 5.X.6-2] The 5G system shall support LMPF in 5GS to provide live media service to the service subscribers including MNOs and 3rd parties. 
[PR 5.X.6-3] The 5G system shall support LMPF in 5GS, e.g. as a virtual/physical network function, or as an AF, for live media production service and live media service.
[PR 5.X.6-4] The 5G system shall support required APIs for LMPF as a service to the service subscribers/customers of the live media production service in 5GS. 
[PR 5.X.6-5] The 5G system shall support the deployment of LMPF in a network slice in a PLMN, and in a non-public network, and can operate and provision live media production service and live media service in a limited time. 
[PR 5.X.6-6] The 5G system shall support Unified Access Control for the access attempts to the private slice in PLMNs and a non-public network 
[PR 5.X.6-7] The 5G system shall be able to support multiple Ultra high throughput and low latency uplink channels to upload live video streams from multiple devices, e.g. cameras.

[PR 5.X.6-8] The 5G system shall be able to support ultra reliable and low latency communication downlink channels to allow the network function, e.g. LMPF, to remotely control multiple cameras in a real-time manner. 

[PR 5.X.6-9] The 5G system shall be able to support LMPF to provide device configuration for monitoring the device, and controlling remotely in real-time.

[PR 5.X.6-10] The 5G system shall be able to provide mechanism and APIs to allow LMPF for media distribution.

[PR 5.X.6-11] The 5G system shall be able to provide streaming live immersive media for audiences with services subscription at the sport ground and at the remote sites.
------------------------- End of Changes ----------------------------
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