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Abstract: We introduce the use case "distributed automated switching for isolation and service restoration for overhead lines"
Proposal
------------------------- START OF PROPOSED CHANGES ----------------------------

------------------------- Start of Change 1 ----------------------------

5.x.2 	Power distribution grid fault and outage management: distributed automated switching for isolation and service restoration for overhead lines
5.x.2.1 	Description
A power distribution grid fault is a stressful situation for operators in the control center. During the fault period, they have to perform a lot of tasks in order to restore power to the "healthy" section of the distribution grid as quick as possible. Among other activities, they will:
· Collect and analyse grid status information;
· Identify faulty grid sections;
· Infer appropriate measures;
· Isolate the fault;
· Restore service;
· Inform service crews;
· Coordinate service crew operation;
· Restore normal grid configuration after the fault has been repaired.
In case disruptions affect a larger area―for example, during bad weather―the level of stress further increases, because several outages may occur at the same time. There are self-healing solutions for automated switching, fault isolation and, service restoration. These solutions help avoiding these stressful situations and allow operating personnel to concentrate on repair work and service crew coordination. Furthermore, these solutions are ideally suited to handle outages that affect critical power consumers, such as industrial plants or data centers. In these cases, supply interruptions must be fixed within less than a minute and manual outage handling in a control center usually fails to achieve such short restoration time. Automated solutions are able to restore power supply within a few hundred milliseconds.
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Figure 5.X.2.1-1: Depiction of a distribution ring and a failure (flash of lighting). FOOSE: Generic Object Oriented Substation Event; NOP:  normal open point.
The FLISR (Fault Location, Isolation & Service Restoration) solution consists of switch controller devices which are especially designed for feeder automation applications that support the self-healing of power distribution grids with overhead lines. They serve as control units for reclosers and disconnectors in overhead line distribution grids.
The system is designed for using fully distributed, independent automated devices. The self-healing logic resides in each individual feeder automation controller located at the poles in the feeder level. Each feeder section has a controller device with a programmable logic controller (PLC). The PLC can be configured by the utility by help of a graphical engineering tool. Using peer-to-peer communication among the controller devices, the system operates autonomously without the need of a regional controller or control center. However, all self-healing steps carried out will be reported immediately to the control center to keep the grid status up-to-date.
Modern communication systems primarily use the international IEC 61850 standard to support this distributed application. The IEC 61850 standard provides the required flexibility and interactivity for the implementation of self-healing functions. Peer-to-peer communication via IEC 61850 GOOSE (Generic Object Oriented Substation Event) message provides analogue and binary data as fast as possible. Each controller unit has its own comprehensive programmable logic designed by the sequence editor of the graphical engineering tool to configure the automation functionality according to the feeder layout. The controllers conduct self-healing of the distribution line in typically 500 ms by isolating the faults.
A distributed solution offers several benefits:
· Cost-efficient and future-proof solution for automatic and high speed fault location and service restoration;
· Flexible solution supporting central and distributed configurations;
· Easy configuration and maintenance with graphical tools;
· Automated switching procedure to return to normal operation – no manual intervention required;
· SCADA system connectivity to self-healing solution for monitoring and control purposes;
· Improvement of distribution grid reliability indicators by reduction of outages;
· Prevention of penalties and secure power supply for critical loads like hospitals and data centers.
There are 5 … 20 controller units per feeder ring. The geographical dimension of feeders is usually up to several km2.
The peer-to-peer protection communication between controller units is done via IEC 61850 GOOSE messages. GOOSE is a Layer 2 multicast message (IP traffic is not used here !). GOOSE messages are sent periodically (with changing interval time) and are not acknowledged. The GOOSE messages are sent by each controller to all other controllers or a number of controllers of the same feeder. The end-to-end latency requirement is less than 5 ms. The bitrate is low (< 1 kbit/s per controller) in steady state. GOOSE bursts do occur, especially during fault situations (with bitrate up to 1.5 Mbit/s per controller). GOOSE messages are sent by a number of controllers or all controller units of the feeder nearly at the same point in time during the fault location, isolation and service restoration procedure.  
The control communication between the controller units and the control center runs via IEC 61850 MMS, IEC 60870-5-104 or DNP3 messages. These are TCP/IP based messages. The end-to-end latency requirement is less than 500 msec (round-robin time).
Configuration, supervision and firmware upgrade of the controller units is performed via the mobile network from the control centre. This is TCP/IP based communication. The latency requirement is less than 500 ms (round-robin time).
The peer-to-peer protection communication between controller units with IEC 61850 Layer 2 GOOSE messages is usually not encrypted by the devices for performance reasons but authenticated and integrity protected (IEC 62351-6).  The control communication between the controller units and the control center is usually encrypted, authenticated and integrity protected (IEC 61850 MMS according to IEC 62351-4 and IEC 62351-6, IEC 60870-5-104, DNP3 according to IEC 62351-3 and IEC 62351-5). 
There is a certificate and key management which is based on a public key infrastructure (PKI), according to IEC 62351-9. The security servers are usually located on the control center side and the certificate and key enrollment towards the controller units runs via the mobile network. 
5.x.2.2 	Preconditions
The controller units have been mounted, connected, and configured during commissioning and deployment. The configuration is usually not done via the mobile network but via local wired connection.     
The controller units are switched on and connected to the 5G network. 
5.x.2.3	Service flows
5G communication runs 
· Between controller units serving the same feeder and 
· Between the controller units of the whole area and the control center. 
A feeder fault occurs.
Faults at the power distribution feeder are located and isolated by the controller units and the healthy feeder sections are re-powered. This is executed automatically, without operator intervention, within up to 500 ms. 
5.x.y.4 	Post-conditions
5G communication runs and electricity is distributed through the restored part of the distribution network.
5.x.2.5 	Challenges to the 5G system
The major challenge is the bursty, peer-to-peer, layer-2, multicast IEC 61850 GOOSE communication with end-to-end latency requirement of less than 5 msec. The highest priority and reliability has to be applied to the IEC 61850 GOOSE message transmission. Message loss and corruption shall be avoided as much as possible. Interference with other, lower priority traffic shall be minimized.
There are stringent requirements on communication service availability and reliability, which can be achieved, among others, by appropriate resilience and redundancy measures. The duration of communication service interruptions must be minimised as much as possible (high maintainability).
Wireless communication with the controller units must not be interrupted or disturbed in case of power grid failure in affected area. This means the 5G base stations etc. need to provide uninterruptible power supplies (UPSs) or similar solutions.
Some power utilities require private wireless communication solution either operated by their own or by a service provider under contract. SLAs are common when service providers are involved.
Other power utilities require virtual private networks over a PLMN. Traffic separation, QoS, and SLAs are essential.
The controller units usually implement state-of-the-art, end-to-end security measures like authentication, integrity protection and encryption. The security features of mobile networks can provide an additional level of security, e.g. for the unencrypted IEC 61850 GOOSE messages. The data encryption in the mobile network shall not result in exceeding the aforementioned end-to-end latency requirement of the time-critical IEC 61850 GOOSE communication.

Furthermore, the mobile network shall provide capabilities of denial-of-service prevention, particularly on the air interface.
  
5.x.y.6 	Potential requirements
	Reference Number
	Requirement text
	Application / Transport
	Comments

	Smart Grid 1.1
	The 5G system shall support peer-to-peer Layer 2 multicast message communication with an end-to-end latency of less than 5 ms.
	T
	

	Smart Grid 1.2
	The 5G system shall support a communication service availability of at least 99,9999%.
	T
	

	Smart Grid 1.3
	The 5G system shall provide QoS: the peer-to-peer Layer 2 multicast message communication shall be carried with the highest priority applicable to user data. Interference from lower priority traffic shall be minimised.
	T
	

	Smart Grid 1.4
	The 5G system shall provide minimum packet loss and corruption for the high priority peer-to-peer layer-2 multicast message communication. The packet error ratio shall be 10-6 or less.
	T
	

	Smart Grid 1.5
	The 5G communication shall not be interrupted or disturbed in case of power grid failure (power supply outage) in the served area.
	T
	

	Smart Grid 1.6
	The 5G system shall support private networks operated. 
	T
	

	Smart Grid 1.7
	The 5G system shall support virtual private networks over PLMNs with traffic separation between tenants and with QoS capabilities. 
	T
	

	Smart Grid 1.8
	The 5G system shall support Service Level Agreements (SLAs) for private and public network solutions which fulfillment can be supervised by the involved parties. This implies, among others, QoS monitoring by the user.
	T
	

	Smart grid 1.9
	The 5G system shall provide state-of-the-art information security capabilities regarding user data authenticity, integrity, confidentiality and denial-of-service prevention.
	T
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