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Abstract: this document discusses the requirements and potential deployment options in relation to the identified CAV use cases using “Factories of Future” as an example, identifies the issues and proposes the way forward.
Introduction

There are several use cases identified in different application areas of the vertical "Factories of the Future", as summarised in the current TR 22.804 “Study on Communication for Automation in Vertical Domains”:
	
	Motion control
	Control-to-control
	Mobile control panels with safety
	Mobile robots
	Massive wireless sensor networks
	Remote access and maintenance
	Augmented reality
	Closed-loop process control
	Process monitoring
	Plant asset management
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This document intends to further analyse these application areas and the associated use cases, identify the potential deployment options and propose the way forward.
Discussion

The separate communication services may be provided for different application areas. Note that “separate” communication service can be physically, logically, or virtually separate. 
The potential requirements of the different use cases have also been identified in the current TR 22.804. Among the identified potential requirements some KPIs have strong impact on the deployment choices, such as latency, service availability and service/operation area. The most relevant KPIs for each identified use case can be summarised as below:

	
	Latency
	Service Availability
	Service area

	Motion control
	Ultra-high 
(e.g. Tcycle<0.5 ms)
	> 99.9999%
	Strictly local 
(e.g. 100m x 100m x 30m)

	Control-to-control
	Very high 
(e.g. Tcycle=4 ms)
	> 99.9999%
	Local 
(within a factory)

	Mobile control panels with safety
	Very high 
(e.g. Tcycle=4-8 ms)
	> 99.9999%
	Local
(e.g. 200m x 300m)

	Mobile robots
	Ultra-high -- low
(Tcycle 1- 500ms)
	> 99,9999%
	Indoor, Outdoor
(e.g. 100m - km)

	Massive wireless sensor networks
	Moderate 

(e2e latency<10ms)
	> 99,9999%
	Local

(within a factory)

	Remote access and maintenance
	-
	-
	-

	Augmented reality
	Moderate 

(e2e latency<10ms)
	> 99,9%
	Local

	Closed-loop process control
	High 
(e.g. Tcycle<10 ms)
	> 99,9999%
	Local 
(within a plant)

	Process monitoring
	-
	> 99,99%
	Large area

(several km)

	Plant asset management
	-
	> 99,99%
	Large area

(several km)


Observation #1: The use case “motion control” has the most stringent requirements in terms of latency and service availability. The operation is limited to a relatively small service area, where no interworking with the public network (e.g., mobility, roaming) is required.
Observation #2: The use cases “control-to-control”, “mobile control panels with safety” and “closed-loop process control” also have very high requirements in terms of latency and service availability. The required service area is usually bigger than “motion control”, with no interworking with the public network (e.g., mobility, roaming) is required.

Observation #3: Depending on the operation area, the use case “mobile robots” may have different requirements:

- in a limited service area (likely indoor), ultra-low latency is required without interworking with the public network (e.g., mobility, roaming);

- in a wide service area (several kilometres, likely outdoor), the latency requirement is relatively relaxed and interwork with the public network (e.g., mobility, roaming) may be required.

Observation #4: The use cases “massive wireless sensor networks” and “augmented reality” have relatively moderate latency requirements. The required service area is usually bigger than “motion control”, likely with no interworking with the public network (e.g., mobility, roaming) is required.

Observation #5: The operation for the use cases “remote access and maintenance”, “process monitoring” and “plant asset management” are usually in a wide service area, and interworking with the public network (e.g., mobility, roaming) is required. 
Conclusion and proposal
Based on the observations discussed above, it can be observed:

Conclusion #1: The application area “factory automation” consists of use cases “motion control”, “control-to-control”, “mobile robots” and “massive wireless sensor networks”. The communication service for factory automation would meet the stringent requirements; and the operation is limited to a relatively small service area where no interworking with the public network (e.g., mobility, roaming) is required.
Conclusion #2: The application area “process automation” consists of use cases “mobile robots”, “massive wireless sensor networks”, “closed-loop process control”, “process monitoring” and “plant asset management”. The communication service for process automation would meet the high requirements; and the operation is usually in a wide service area, and interworking with the public network (e.g., mobility, roaming) is required.

Conclusion #3: The application area “HMIs and production IT” consists of use cases “mobile control panels with safety” and “augmented reality”. The communication service for HMIs and Production IT would meet the high requirements; and is limited to a local service area where no interworking with the public network (e.g., mobility, roaming) is required.
Conclusion #4: The application area “logistics and warehousing” consists of use cases “control-to-control” and “mobile robots”. The communication service for logistics and warehousing would meet the very high requirements; and is limited to a local service area (both indoor and outdoor) and interworking with the public network (e.g., mobility, roaming) is required.

Conclusion #5: The application area “monitoring and maintenance” consists of use cases “massive wireless sensor networks” and “remote access and maintenance”. The communication service for monitoring and maintenance would meet the high requirements; and is limited to a local service area (both indoor and outdoor) and interworking with the public network (e.g., mobility, roaming) is required.

It is therefore proposed:

Proposal #1: To capture the conclusions above in the TR 22.804;
Proposal #2: To introduce a new KPI “interworking with the public network” when identifying the potential requirements for the use cases.
Text proposal to TR 22.804
*************************************************************1st change***********************************************************

5.3
Factories of the Future 

5.3.1
Description of vertical
… …

5.3.1.3
Deployment aspects
Separate communication services may need to be provided for different application areas. Note that “separate” communication service can be physically, logically, or virtually separate.

The application area “factory automation” consists of the use cases “motion control”, “control-to-control”, “mobile robots” and “massive wireless sensor networks”. The communication service for factory automation would meet the stringent requirements; and the operation is limited to a relatively small service area where no interworking with the public network (e.g., mobility, roaming) is required.

The application area “process automation” consists of the use cases “mobile robots”, “massive wireless sensor networks”, “closed-loop process control”, “process monitoring” and “plant asset management”. The communication service for process automation would meet the high requirements; and the operation is usually in a wide service area, and interworking with the public network (e.g., mobility, roaming) is required.

The application area “HMIs and production IT” consists of the use cases “mobile control panels with safety” and “augmented reality”. The communication service for HMIs and Production IT would meet the high requirements; and is limited to a local service area where no interworking with the public network (e.g., mobility, roaming) is required.

The application area “logistics and warehousing” consists of the use cases “control-to-control” and “mobile robots”. The communication service for logistics and warehousing would meet the very high requirements; and is limited to a local service area (both indoor and outdoor) and interworking with the public network (e.g., mobility, roaming) is required.

The application area “monitoring and maintenance” consists of the use cases “massive wireless sensor networks” and “remote access and maintenance”. The communication service for monitoring and maintenance would meet the high requirements; and is limited to a local service area (both indoor and outdoor) and interworking with the public network (e.g., mobility, roaming) is required.
*********************************************************End of 1st  change******************************************************

*************************************************************2nd change***********************************************************

5.3.2
Motion control

5.3.2.1
Description

Motion control is among the most challenging and demanding closed-loop control applications in in-dustry. A motion control system is responsible for controlling moving and/or rotating parts of machines in a well-defined manner, for example in printing machines, machine tools or packaging machines. Due to the movements/rotations of components, wireless communications based on powerful 5G systems constitutes a promising approach. On the one hand this is because with wirelessly connected devices, slip rings, cable carriers, etc.―which are typically used for these applications today―can be avoided, thus reducing abrasion, maintenance effort and costs. On the other hand, this is because machines and production lines may be built with less restrictions, allowing for novel (and potentially much more compact and modular) setups. 

A schematic representation of a motion control system is depicted in Figure 5.3.2.1-1. A motion controller periodically sends desired set points to one or several actuators (e.g., a linear actuator or a servo drive) which thereupon perform a corresponding action on one or several processes (in this case usually a movement or rotation of a certain component). At the same time, sensors determine the current state of the process(es) (in this case for example the current position and/or rotation of one or multiple components) and send the actual values back to the motion controller. This is done in a strictly cyclic and deterministic manner, such that during one communication cycle time Tcycle the motion controller sends updated set points to all actuators, and all sensors send their actual values back to the motion controller. Nowadays, typically Industrial Ethernet technologies are used for motion control systems. Examples for such technologies are Sercos®, PROFINET® IRT or EtherCAT®, which support cycle times below 50 µs. In general, lower cycle times allow for faster and more accurate movements/rotations. 

… …
While it might be possible to move away from the strictly cyclic communication pattern for motion control systems in the long-term, it is hard to do so in the short-term since the whole ecosystem (tools, machines, communication technologies, servo drives, etc.) is based on the cyclic communication paradigm. In order to support a seamless migration path, the 5G system therefore should support such a highly deterministic cyclic data communication service. 

Furthermore, there are many scenarios where some devices (e.g., sensors or actuators) are added / activated or removed / deactivated while the overall control system keeps on running. In order to support such cases, hot-plugging support is required without any (observable) impact on the rest of the system.

Table 5.3.2.1-1 shows some typical values for the number of nodes, cycle times and payload sizes for some of the most important application areas of motion control systems. However, it should be noted that these values may vary widely in practice and that not all sensors and/or actuators in a motion control system may have to be connected using a 5G system. Instead, it is expected that there will be a seamless coexistence between Industrial Ethernet and the 5G system in the future.
… …

In general, this use case has the most stringent requirements in terms of latency and service availability. The operation is limited to a relatively small service area, where no interworking with the public network (e.g., mobility, roaming) is required.
*********************************************************End of 2nd change******************************************************

*************************************************************3rd change***********************************************************

5.3.5
Control-to-control communication (motion subsystems)

5.3.5.1
Description

Control-to-control (C2C) communication, i.e., the communication between different industrial controllers (e.g., programmable logic controllers or motion controllers) is already used today for a number of different use cases, such as the following ones:

· Large machines (e.g., newspaper printing machines), where several controls are used to cluster machine functions, which need to communicate with each other. These controls typically need to be synchronised and exchange real-time data.

· Individual machines that are used for fulfilling a common task (e.g., machines in an assembly line) often need to communicate, for example for controlling and coordinating the handover of work pieces from one machine to another.

Typically, a C2C network has no fixed configuration of certain controls that need to be present. The control nodes present in the network often vary with the status of machines and the manufacturing plant as a whole. Therefore, hot-plugging support for different control nodes is important and often used.

Protocols that are used for C2C communications today include Industrial Ethernet standards, such as Sercos, PROFINET®, and EtherCAT®, as well as OPC UA®-based communication and other protocols, which are often based on Fast Ethernet.

With the introduction of "Connected Industries" or "Industrial IoT" scenarios, the amount of networking between controls is assumed to rise. Especially the number of controls participating and the amount of data being exchanged is assumed to rise significantly. In this respect, wireless communication using a 5G system may pave the way for highly modular and flexible production modules that efficiently and flexibly interact with each other.

In the following, the main focus is on control-to-control communication between different motion (control) subsystems, as outlined in Clause 5.3.2. An exemplary application for that are large printing machines, where it is not possible or desired to control all actuators and sensors by one motion controller only. Such C2C systems typically have the most demanding requirements on the underlying connectivity infrastructure. For other C2C applications, the corresponding requirements (e.g., in terms of clock synchronicity) become often more relaxed.
In general, this use case has very high requirements in terms of latency and service availability. The required service area is usually bigger than “motion control”, with no interworking with the public network (e.g., mobility, roaming) is required.
*********************************************************End of 3rd change******************************************************

*************************************************************4th change***********************************************************

5.3.6
Mobile control panels with safety functions

5.3.6.1
Description

Control panels are crucial devices for the interaction between people and production machinery as well as for the interaction with moving devices. These panels are mainly used for configuring, monitoring, debugging, controlling and maintaining machines, robots, cranes or complete production lines. In addition to that, (safety) control panels are typically equipped with an emergency stop button and an enabling device, which an operator can use in case of a safety event in order to avoid damage to humans or machinery. When the emergency stop button is pushed, the controlled equipment immediately has to come to a safe stationary position. Likewise, if a machine, robot, etc. is operated in the so-called special ‘enabling device mode’, the operator has to manually keep the enabling device switch in a special stationary position. If the operator pushes this switch too much or releases it, the controlled equipment immediately has to come to a safe stationary position as well. This way, it can be ensured that the hand(s) of the operator are on the panel (and not under a moulding press, for example) and that the operator does―for instance―not suffer from any electric shock or the like. A common use case for this ‘enabling device mode’ is the installation, testing or maintenance of a machine, during which other safety mechanisms (such as a safety fence) have to be deactivated.

Due to the criticality of these safety functions, safety control panels currently have mostly a wire-bound connection to the equipment they control. In consequence, there tend to be many such panels for the many machines and production units that typically can be found in a factory. With an ultra-reliable low-latency wireless link, it would be possible to connect such mobile control panels with safety functions wirelessly. This would lead to a higher usability and would allow for the flexible and easy re-use of panels for controlling different machines. 

One way to realise the safety functions is to make use of a special safety protocol in conjunction with the "black channel" principle [31]. These safety protocols can ensure a certain safety level as specified in [32] with no or only minor requirements on the communication channel between the mobile control panel and the controlled equipment. To this end, a strictly cyclic data communication service is required between both ends. If the connectivity is interrupted, an emergency stop is triggered, even if no real safety event has occurred. That means the mobile control panel and the safety controller (e.g., a safety programmable logic controller (PLC)) it is attached to cyclically exchange messages and the machine stops if either the connection is lost or if the exchanged messages explicitly indicate that a safety event has been triggered (e.g., that the emergency stop button has been pushed). Thus, guaranteeing the required safety level is not difficult, but achieving at the same time a high availability of the controlled equipment/production machinery is. To that end, an ultra-reliable ultra-low-latency link is required.

The cycle times for the safety traffic always depend on the process/machinery/equipment whose safety has to be ensured. For a fast-moving robot, for example, the cycle times are lower than for a slowly moving linear actuator. 
In general, this use case has very high requirements in terms of latency and service availability. The required service area is usually bigger than “motion control”, with no interworking with the public network (e.g., mobility, roaming) is required.
*********************************************************End of 4th change******************************************************

*************************************************************5th change***********************************************************

 5.3.7

Mobile robots

5.3.7.1
Description

Mobile robots and mobile platforms, such as automated guided vehicles (AGV), have numerous applications in industrial and intra-logistics environments and will play an increasingly important role in the Factory of the Future. A mobile robot essentially is a programmable machine able to execute multiple operations, following programmed paths to fulfil a large variety of tasks. This means, a mobile robot is able to perform activities like assistance in work steps and transport of goods, materials and other objects and can have a large mobility within the industrial environment. Mobile robot systems are characterised by a maximum flexibility in mobility relative to the environment, with a certain level of autonomy and perception ability, i.e., they can sense and react with their environment. AGVs are a sub-group of mobile robots. AGVs are automatically steered and are driverless vehicles used to move materials efficiently in a restricted facility. Mobile robots and AGVs are monitored and controlled from a guidance control system. Radio controlled guidance control is necessary to get an up-to-date process information to avoid collisions between mobile robots, to assign driving jobs to the mobile robots and manage the traffic of mobile robots. The mobile robots are track-guided by the infrastructure with markers or wires in the floor or guided by own surround sensors, like cameras or laser scanners, for instance. 

Mobile robot systems are sophisticated machines that represent a complete material handling solution and which are installed in numerous industries with a wide range of applications and environments. A detailed overview of the state of the art of AGV systems with modern areas of applications, AGV categories and AGV technologies is given in [41]. 

The key aspects of mobile robots and AGV systems include:

· processes for handling goods and materials, especially incoming and outgoing goods, in warehousing and commissioning, in transportation as well as transfer and provision of goods;

· followed by information flows, namely the communication of inventory and movement reports, the outstanding order situation, throughput times and availability forecasts, presenting data to support tracking, monitoring and if needed to make decisions on measures to be taken, as well as the selection and implementation of means of data transfer;

· the use of means of transportation (cranes, lifters, conveyors, industrial trucks, etc.), as well as monitoring and control elements (sensory and actuating equipment);

· and finally the use of techniques (for active/passive security, data management, goods and wares recognition/identification, image processing, goods transfer, namely provision, sorting commissioning, palletising, packaging).

Mobile robot systems can be divided in operation in indoor, outdoor and both indoor and outdoor areas. These environmental conditions have an impact on the requirements of the communication system, e.g. the handover process, to guarantee the required cycle times. Some examples are given in Table 5.3.7-1.

… …
Depending on the operation area, this use case may have different requirements:

- in a limited service area (likely indoor), ultra-low latency is required without interworking with the public network (e.g., mobility, roaming);

- in a wide service area (several kilometres, likely outdoor), the latency requirement is relatively relaxed and interwork with the public network (e.g., mobility, roaming) may be required.
 *********************************************************End of 5th change******************************************************

*************************************************************6th change***********************************************************

5.3.8
Massive wireless sensor networks

5.3.8.1
Description

Sensor networks aim at monitoring the state or behaviour of a particular environment. In the context of the Factory of the Future, wireless sensor networks (WSN) are targeting the monitoring of a process and the corresponding parameters in an industrial environment. This environment is typically monitored using various types of sensors such as microphones, CO2 sensors, pressure sensors, humidity sensors, and thermometers. In particular, these sensors usually form a distributed monitoring system. The monitored data, from such a system, is used to detect anomalies in the data, i.e., by leveraging machine learning (ML) algorithms. These algorithms usually require a training phase before a trained ML algorithm can later work on a subset of the available measured data. However, the training as well as the analysis of the data may be realised in a centralised or distributed manner. 

… …
Audio monitoring is a typical application for a sensor network with high traffic demands. Audio sensors produce a continuous data stream per device of tens of kilobits per second, depending on the audio encoding and targeted frequency range. Some sensor nodes may not have the computational resources to pre-process the audio stream. This, however, would eliminate the possibility to realise a threshold based propagation mechanism. A typical monitoring system needs be scalable up to hundreds or thousands of sensor nodes with up to 100 wireless sensor nodes per gateway [38]. 
This use case has relatively moderate latency requirements. The required service area is usually bigger than “motion control”, likely with no interworking with the public network (e.g., mobility, roaming) is required.
*********************************************************End of 6th change******************************************************

************************************************************* 7th change***********************************************************

 5.3.9

Remote access and maintenance

5.3.9.1
Description

Remote Access and Maintenance is a key motivation for looking beyond conventionally wired device networks in automation. Typical industrial networks are isolated from the internet and often based on very specific protocols. In such industrial networks (peer-to-peer communication links between just two devices, fieldbus with multiple devices and controllers, LAN or WLANs), a remote access is often possible already today, but requires gateway functionality at any transition of the automation pyramid between bus systems, as shown in Figure 5.3.9.1-1. Mapping of data formats, addresses, coding, units, and status is required for a remote access to device data going down the automation pyramid, which comes along with a huge engineering effort. This data mapping implemented in the gateway(s) is quite static and is not suitable for a flexible access on event-based conditions rather than a permanent connection and data exchange, e.g. reading the device revision in case of a diagnostic event.

… …
Electronic industrial devices do have a typical life cycle between 5 and 25 years. Customers expect old devices to remain accessible during this time with (at least) the same functionality that was provided when they were installed. Installations in process industry and factory automation are continuously extended and changed, so new devices are operated in parallel to old ones.

The operation for this use case can be in a wide service area, and interworking with the public network (e.g., mobility, roaming) may be required.  
*********************************************************End of 7th change******************************************************

************************************************************* 8th change***********************************************************

5.3.10
Augmented reality

5.3.10.1
Description

It is envisioned that in future smart factories and production facilities, people will continue to play an important and substantial role. However, due to the envisaged high flexibility and versatility of the Factories of the Future, shop floor workers should be optimally supported in getting quickly prepared for new tasks and activities and in ensuring smooth operations in an efficient and ergonomic manner. To this end, augmented reality (AR) may play a crucial role, for example for the following applications:

· Monitoring of processes and production flows

· Step-by-step instructions for specific tasks, for example in manual assembly workplaces

· Ad-hoc support from a remote expert, for example for maintenance or service tasks

… …
Here, the AR tracking algorithm determines the current viewpoint of the AR device and places the desired augmentations at the right positions in the current image. One of the main challenges with such a setup is that the displayed augmentations have to timely follow any movements of the camera in the AR device (which may be caused by any movements of the person wearing the AR device) since otherwise the AR user may get sick after some time and a reasonable usage would not be possible. Therefore, also a compression of the video stream from the AR device to the image processing server and back should be avoided if possible in order to reduce the overall processing latency and requirements. 

This use case has relatively moderate latency requirements. The required service area is usually bigger than “motion control”, likely with no interworking with the public network (e.g., mobility, roaming) is required.
*********************************************************End of 8th change******************************************************

************************************************************* 9th change***********************************************************

5.3.11
Process automation – closed-loop control

5.3.11.1
Description

In this use case, several sensors are installed in a plant and each sensor performs continuous measurements. The measurement data are transported to a controller, which takes decision to set actuators. The latency and determinism in this use case are crucial.  

This use case has very high requirements in terms of latency and service availability. The required service area is usually bigger than “motion control”, with no interworking with the public network (e.g., mobility, roaming) is required. 
*********************************************************End of 9th change******************************************************

************************************************************* 10th change***********************************************************

5.3.12
Process automation – process monitoring

5.3.12.1
Description

Several sensors are installed in the plant to give insight into process or environmental conditions or inventory of material. The data are transported to displays for observation and/or to databases for registration and trending.
The operation for this use case can be in a wide service area, and interworking with the public network (e.g., mobility, roaming) may be required.
*********************************************************End of 10th change******************************************************

************************************************************* 11th change***********************************************************

5.3.13
Process automation – plant asset management

5.3.13.1
Description

To keep a plant running, it is essential that the assets, such as pumps, valves, heaters, instruments, etc., are maintained. Timely recognition of any degradation and continuous self-diagnosis of components are used to support and plan maintenance. Remote software updates enhance and adapt the components to changing conditions and advances in technology. 

The operation for this use case can be in a wide service area, and interworking with the public network (e.g., mobility, roaming) may be required.
*********************************************************End of 11th change******************************************************
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