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5
Use Cases

5.1
Factory Automation

5.1.1
Description

Factory automation uses tight closed-loop control in applications such as industrial manufacturing, machine control, packaging, and printing. In these applications, a controller interacts with many sensor and actuator devices, located within a small area (up to 100 m x 100 m) [1,17]. This results in a high device density in the local network. Applications have high performance requirements such as low latency, high reliability, and deterministic delivery of messages. The combination of high density of devices and stringent performance requirements makes it a challenging problem.
There is a desire to replace the wired links with wireless links in some scenarios, e.g., devices are mobile, cables need to go through hazardous areas, a rotating part in a machine needs connectivity. Further, providing wireless connectivity can enable rapid reconfiguration of a factory, which can yield improvement in productivity.
5.1.1.1
Performance Requirements

Some closed-loop applications typically rely on deterministic and periodic communication, where the controller sends commands to sensors and actuators periodically and the devices respond within a short cycle time. Performance requirements for critical-communication use cases have been specified in [17]. For example, for motion control, a cycle time of up to 2 ms is specified, which imposes a constraint of 1 ms on the delivery time. Further, a tight constraint of 1 s is specified for jitter. 
To achieve these requirements, LAN design requires careful design for medium access, scheduling, etc. To achieve stringent latency and jitter requirements, packet routing is done at OSI layer 2 (Ethernet) instead of the OSI layer 3 (IP). Other important requirements, e.g., communication service availability and communication service reliability, require additional design considerations. For example, redundancy schemes are designed to achieve extremely high communication service availability.

5.1.1.2

Networking Model

Most fieldbuses operate according to a reduced three-layer networking model. Figure 1 shows a comparison between the OSI reference model and a fieldbus reference model [2, 4]. The fieldbus reference model has three layers – Physical Layer, Data Link Layer and Application Layer. All of the fieldbuses defined in IEC 61784 operate according to this model [2]. In a reduced model, there are fewer interfaces between different networking layers, and therefore, delays due to passing information between the layers can be reduced. Further, delays due to per layer processing can be reduced [4]. In a reduced model, network layer functionality can be implemented in either the Data Link Layer, or the Application Layer. For example, Ethernet Data Link Layer can perform routing in a LAN.
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Figure 1: OSI and fieldbus reference model

5.1.1.3

Network Topology

A typical factory network contains controllers, I/O devices, Ethernet switches, and network management and configuration servers. Figure 2 shows two examples of network topologies. 
5.1.1.3.1

Line Topology

Figure 2 (a) shows an example of the Line Topology, where Ethernet switches form a line network, and multiple PLC or I/O devices may be connected to each switch. Routing is straightforward in these networks since there are no loops in the network, by construction.
5.1.1.3.2

Ring Topology

Figure 2 (b) shows an example of the Ring Topology, where the Ethernet switches form a ring, and multiple PLC or I/O devices may be connected to each switch. In ring topology, typically routing is performed by Medium Redundancy Protocol, or a similar protocol. One of the issues it needs to handle is to remove the broadcast frame after it has traversed the ring once. With the ring topology, recovery from link failure can be achieved within a very short time (order or ms), or in a “bumpless” manner (instantaneous; using Media Redundancy for Planned Duplication).
5.1.1.3.3

Tree Topology

Figure 2 (c) shows an example of the Tree Topology. In this case, the Ethernet switches form a tree. For this topology, routing can be performed if each switch knows which local port should be used to reach each of the Ethernet devices in the network. 

5.1.1.3.4

Mesh Topology

Figure 2 (d) shows an example of the Mesh Topology. Mesh Topology is attractive in some applications because it can provide redundant paths between a source-destination pair. Note that loops can exist in this topology. A spanning tree algorithm is used for these topologies, e.g., Rapid Spanning Tree Protocol (RSTP), to build a spanning tree without any loops. The resulting spanning tree is used to route frames within the network.
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Figure 2: Network Topology
5.1.1.4

LAN Features in PROFINET
For factory automation use cases, the applications typically operate directly over Layer 2 (Data Link Layer). Ethernet Local Area Networks (LANs) must support a suite of features for industrial automation. Features included in Table 1 are required for some technologies, e.g., PROFINET [3]. 
Table 1: LAN features for factory automation

	Feature
	Function

	Learning bridge
	Basic Layer 2 bridging functionality

	Rapid Spanning Tree Protocol
	

	Broadcast handling
	

	IEEE 802.1AS
	Precise time synchronization

	IEEE 802.1Q
	Virtual LAN with VLAN tags for prioritization

	LLDP (IEEE 802.1AB)
	Network topology generation for management

	SNMP
	

	MRP (Medium redundancy protocol)
	Redundancy; fast recovery from link failures

	MRPD (Media redundancy for planned duplication)
	


The following sub-sections briefly describe the different features. 
5.1.1.4.1
Learning Bridge

Figure 2 (a) shows an example of a deployment a PLC and multiple I/O devices are connected through Ethernet switches. Consider an Ethernet frame sent from Device A destined for Device B. Switch SW2 maintains a Forwarding Database (FDB) which stores a mapping between the Ethernet MAC address of Device B and the port on SW2 through which Device B can be reached. In this case, this will be the port to which switch SW1 is connected. The learning bridge allows plug-and-play functionality. For example, suppose that Device B is moved from switch SW1 to switch SW3. The next time switch SW2 receives an Ethernet frame from Device B, it recognizes that this device is now accessible through the port connected to SW3. Switch SW2 updates its FDB so that Device B is mapped to the port connected to Switch SW3.
5.1.1.4.2
Rapid Spanning Tree Protocol

In some network deployments, multiple switches are connected such that multiple paths exist between switches to provide redundancy. Such a deployment can include loops in the network. A loop in the network can result in a broadcast frame being replicated infinitely if the frame is forwarded by each switch on all its ports. This can bring down the LAN due to flooding of the network with broadcast frames. The Rapid Spanning Tree protocol (RSTP) is used to build a spanning tree for the network so that loops in the network can be eliminated. RSTP determines which ports on each switch need to be disabled for broadcast and multicast packets. 
5.1.1.4.3
Broadcast Handling

When a broadcast frame is received by a switch, it is forwarded to all the ports except the port on which the frame was received. If RSTP is used (Section 5.1.1.4.2), the broadcast frame is not forwarded on the ports blocked by RSTP. For example, in Figure 2 (a), if Device A sends a broadcast frame, switch SW2 forwards the frame on three other ports – ports connected to the I/O device and switches SW1 and SW3. A frame may also be broadcasted if the destination address is not known to the switch. 
5.1.1.4.4
Precise Time Synchronization

Industrial machines need precise time synchronization for factory automation applications, e.g., multi-axes synchronized motion control. This is achieved through or generalized Precision Time Protocol (gPTP), defined in IEEE 802.1AS [5]. These protocols allow the end points to estimate the time offset between their clocks. These protocols require expedited processing and transmission of gPTP synchronization messages. gPTP requires each intermediate device to measure and report the link delay and residence time of synchronization messages, where residence time is the time spent by the message within the device. 
5.1.1.4.5
Virtual LAN

Virtual LAN (VLAN) is used to create logically separate LANs using the same switches and cables. VLANs can be configured through network management systems, and they can be used to separate different groups of devices. The VLAN identity (VLAN ID) is specified in the Ethernet frame header. VLANs limit the broadcast domain of networks. A broadcast frame with VLAN ID X must only be forwarded to ports marked for VLAN ID X. With multiple VLANs, a separate spanning tree is built for each VLAN ID. Further, Priority Code Point (PCP) in VLAN tag is used in determining traffic priority.
5.1.1.4.6
LLDP and SNMP

The Link Layer Discovery Protocol (LLDP) is used by network devices to advertise their identity and capabilities to their neighbors. This information can be collected on each device and it can be queried by a network management system using Simple Network Management Protocol (SNMP). One use of LLDP and SNMP is to automatically discover the physical topology of the network.
5.1.1.4.7
MRP and MRPD

In the case of the Ring Topology, Ethernet frame routing may be performed by the Media Redundancy Protocol instead of a Spanning Tree Protocol. Media Redundancy with Planned Duplication (MRPD) is used to provide redundancy in communication so that seamless recovery can be achieved from a link failure.
5.1.1.5


LAN features in TSN

IEEE Time Sensitive Networking (TSN) Task Group is developing the TSN standard, whose goal is to provide deterministic services through IEEE 802 networks. TSN provides many of the services needed in factory automation applications, e.g., time synchronization, bounded low latency, very low jitter, and ultra-reliability through redundancy [18-20]. The features included in TSN are listed in Table 2, along with a brief description of functionality.
Table 2: TSN features

	Feature
	IEEE Document
	Functionality

	Time synchronization 
	802.1AS [5]
	Precise time synchronization

	Distributed Stream Reservation Protocol

Enhancements for SRP
	802.1Qat [6]
802.1Qcc [7]
	End-to-end on-demand resource reservation

	Forwarding and Queuing Enhancements 
	802.1Qav [8]
	Schedulers, e.g., Credit Based Shaper (CBS)

	Enhanced Transmission Selection
	802.1Qaz [9]
	Uniform management for sharing bandwidth between different traffic classes

	Priority Based Flow Control
	802.1Qbb [10]
	Priority-based flow control per traffic class to eliminate frame loss due to congestion

	Time Aware Queuing
	802.1Qbv [11]
	Enable reserved time intervals for high priority traffic

	Cyclic Queuing
	P802.1Qch [12]
	Synchronized enqueuing and de-queuing at bridges and end stations for deterministic latency

	Frame Preemption
	802.1Qbu [13]
	Enable higher priority frame to interrupt ongoing transmission from lower priority frame

	Input Gating
	P802.1Qci [14]
	Filtering and policing of traffic on per stream basis

	Seamless Redundancy
	P802.1CB [15]
	Use multiple TSN streams over engineered paths for redundancy

	Interspersing Express Traffic (IET)
	802.3br [16]
	Defines 802.3 operation with IET, e.g., capability negotiation


TSN features can be broadly grouped into the following categories.
5.1.1.5.1

Resource reservation

Stream Reservation Protocol (SRP) allows end-to-end resource reservation for traffic streams. Each intermediate device evaluates whether the QoS required by a stream can be supported by the device. Thus, end-to-end QoS can be guaranteed for each stream. Recent enhancements in 802.1Qcc allow more flexibility, e.g., allow change in QoS parameters for a stream after admission control is successful.
5.1.1.5.2

Scheduling
Many TSN projects have considered filtering and scheduling mechanisms to reduce the delay and jitter experienced by traffic flows. Scheduler design has been considered in 802.1Qav, where Credit Based Shaper (CBS) has been specified to provide latency guarantees for time-sensitive traffic. Time aware queuing (802.1Qbv) and cyclic queuing (P802.1Qch) have been investigated to reduce jitter by reserving time intervals for specific traffic streams. Frame pre-emption (802.1Qbu) ensures that ongoing low priority traffic does not delay high priority traffic, by allowing it to be pre-empted. Input gating (P802.1Qci) defines filtering and policing mechanisms, and ensures that traffic flows do not exceed their declared traffic profile. 
5.1.1.5.3

Time synchronization

Time synchronization is provided by 802.1AS, as in PROFINET.
5.1.1.5.4

Redundancy

In TSN, multiple TSN streams can be used to carry duplicate copies of the data. Use of TSN streams allows resource reservation per stream, allowing higher reliability. Further, the path used by each stream can be engineered, allowing greater control on how the duplicate frames are routed through the network.
5.1.2
Pre-conditions

5.1.3
Service Flows

Service flows between Ethernet devices consist of small packets whose size is typically between 50 and 200 bytes. The service flows consist of periodic and event driven traffic. 
5.1.4
Post-conditions
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