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Discussion
Mobile networks have been used in vertical applications such as remote sensing along pipelines and operational voice connection for rail personnel for many years. During the course of the evolution and enhancement of mobile network technology, the capability of this technology has got closer to what vertical automation applications require. In most cases, the requirements for these applications—such as industrial automation and smart grid—are much more stringent than known from consumer-related data, voice and video applications or from enterprise services. In the case of these vertical applications, service guarantees have to be provided for several communication aspects—such as bandwidth, latency, jitter, and outage time in case of a failure—at all times. It is not about the pure maximum performance of one or another of these parameters mentioned—it is about guaranteed values for all parameters 24/7!

As indicated in TR 22.891, there are many vertical use cases that could benefit from further enhanced mobile-network technology in 5G. This imminent possibility triggered the collection of relevant requirements at Siemens (see email sent to the SA1 mail exploder on 2017-01-11). The application domains considered are Smart City, Smart Mobility, Smart Manufacturing, Smart Energy (a.k.a. Smart Grid), and Smart Building. 
Critical communication is a 5G application that addresses many of the requirements of vertical applications mentioned above. However, some of the critical-communication requirements mentioned in TS 22.261 need enhancement, and there are also other key performance indicators that are currently not addressed in TS 22.261. For that reason we put together this contribution. Our contribution comprises enhancement proposals together with new key performance indicators, new use cases, and new security requirements. The TS 22.261 sections impacted are 3.1, 3.2, 7.2, 7.3, 7.4 (new), and 8.2.
The remainder of this contribution is organized as follows. First, we summarize background information about and motivation of the proposed changes. After that we list our proposed changes to TS 22.261, V1.0.0. These changes address the definition clause, the low latency and high reliability clause, the eV2X performance requirements clause and the security clause, i.e. 8.2. We also added a clause on higher-accuracy positioning (7.4).
Discussion of the proposed changes
Refinement of definitions

Availability
Availability in ‘verticals’ is to be understood in terms of distributed automation applications working together according to specifications. For instance, for a train equipped with communication-based train control (‘driverless train’), availability means that the train control can operate according to requirements. Example requirements are minimum data rate and maximum packet error ratio. This kind of availability is of major concern especially for safety-relevant applications, for which communication-based train control is but one example. Let us illustrate this with an example. If, for instance, the required end-to-end latency of communication between train and the control centre exceeds a maximum allowable latency, an autonomously operating train will put itself into a safe state, i.e. it—and all other trains on the same route—will be stopped. 

The definition of availability as per TS 22.261, V1.0.0, does not fully meet the understanding of the vertical domains in that it does not specify at what interface this service is provided. From an automation point of view this is always the interface to an application. This is why we propose a minor change to the definition of availability. The basis is now the end-to-end delivery of service as per specification. Here, we use the same definition for end-to-end as for the end-to-end latency provided in TR 22.891, i.e. end-to-end implies the communication between source and destination. Per specification means the requirements the communication service needs to meet. Examples for relevant QoS parameters are end-to-end latency, jitter, maximum bandwidth, and minimum bandwidth. An example for an additional, relevant requirement is the mobility of the UE (see table 7.2.2-1 in TS 22.261).

End-to-end latency

As discussed below, we propose to provide values for the end-to-end latency in table 7.2.2-1 and 7.3-1. For this reason, this term needs to be added to section 3.1 in TS 22.261. We propose to reuse the definition of end-to-end latency found in TR 22.891, section 3.1. (See also in “PROPOSED CHANGES”.)
Experienced data rate

This term is used but not defined in TS 22.261, V1.0.0. We propose a definition in “PROPOSED CHANGES.”
Proposed changes to and enhancements of service requirements in table 7.2.2-1 (low latency and high availability)
End-to-End latency

End-to-end latency is the appropriate parameter for characterizing the communication service delay from an application point of view (see also availability above). The RAN latency stated in table 7.2.2-1 of TS 22.261, V1.0.0, is only one contributor to end-to-end latency. From our point of view, only the end-to-end latency should be mentioned in TS 22.261, section 7, and the RAN latency should be inferred by another WG. 
Jitter (new column)
Jitter, i.e. the variation of latency, is rightfully stated as a requirements candidate in TR 22.862. Since many critical applications have expectations in terms of how much the communication latency might vary, this parameter needs to be provided. For this reason, we introduced a new column in table 7.2.2-1 (see “PROPOSED CHANGES”). 

Survival time (new column)

The survival time specifies the time an application may continue without an anticipated message. The rational behind this time is as follows. What happens if an automation application unexpectedly does not receive control messages and other such input for a certain period of time? In that case, the related device is often put into a pre-defined state, e.g. a standby. One possible cause for not receiving the anticipated message is that the communication service does not meet the application requirements (latency, jitter, minimum bandwidth, etc.). Note that if the time during which the communication service does not operate according to specifications exceeds the survival time, the communication service is considered unavailable. 
Availability instead of reliability (new column)
Since our proposed definition of availability implies the proper functioning of the 5G network, reliability as per TS 22.261, V1.0.0, is not longer needed. We therefore replaced the reliability column in table 7.2.2-1 with one stating the required availability. An added benefit is that misinterpretation of table 7.2.2-1 is avoided since the reliability of automation applications has a different meaning than that stated in TS 22.261, V1.0.0.

Experienced data rate

Alternative values for the experienced data rate for the use cases in table 7.2.2-1 are provided. 
Payload

We propose payload values based on our own application domain knowledge.

Traffic density

New traffic densities are proposed, based on the new values for the experienced data rates and the service volume.
Connection density

Enhanced connection densities are proposed.
Service volume (new column)
Especially for challenging communication requirements—for instance low end-to-end latency—it is important to know the spatial volume in which the end-to-end communication services have to be provided. Many critical communication services only need to be provided within a relatively small, well defined volume. For example, communication in an electricity distribution network typically only needs to be provided along the power line. 
Coverage

We propose coverage values. Since the coverage requirements for all use cases are anticipated to be the same, i.e. very high, it should be discussed whether this column can be removed from table 7.2.2-1 in TS 22.261 and replaced by a suitable statement in the main text.
New use cases

We propose four new use cases that fall under the category of low latency and high availability communication: process automation; energy distribution (medium voltage); energy distribution (high voltage); and intelligent transport systems (road-side units). We also propose changes to the use case names for the industrial domain.

Other requirements (section 7.2.3)

Here we provide background information about several KPIs that are required for critical communication and that are proposed for section 7.2.3 in TS 22.261.  

Ease of use

Communication networks should be able to be planned, set up, operated and maintained without in-depth knowledge of communication technologies and with a minimum of time effort. The communication network should provide communication services with clearly defined quality levels, which simply can be used without understanding of how these communication services are realized.

Isolation

Many applications, with different QoS requirements, will use the same network. For instance, in a manufacturing environment, industrial control will coexist with the control of autonomous vehicles, manufacturing operations management, video monitoring, building-automation, etc. The priority of these applications is often different, and their network resource consumption, too. For instance, monitoring cameras in a factory hall readily surpass the needed network capacity of fire-safety applications, but connectivity for the latter absolutely has to be available at all times. In practice, vertical applications will, at a minimum, be virtually separated from each other. Also, different actors with different roles will need access to the same network. For instance, factory maintenance might be delegated to an external organization, which needs dedicated access to only the machinery it is responsible for. For an appropriate use of the infrastructure, these applications and tenants must not adversely influence each other. For instance, huge communication resource demands for autonomous vehicles may not adversely impact motion control. 

Monitoring
Since the fulfillment of service guarantees is of utmost importance for industrial solutions, there need to be means for a proper monitoring and management of service level agreements (SLAs) from both perspectives: the service provider has to be sure that she provides the agreed service quality, the industrial user has to monitor that she really gets the service according to the SLA. 5G needs to provide the technical basis for such tooling. 

Moreover, for identifying and reacting to fault situations as fast as possible, mechanisms need to be provided for diagnosis, fault localization, and restoration.

Multicast

Domain multicast is required for some automation applications, e.g. safety-critical electricity distribution telegrams (example: GOOSE in energy-distribution grids).

Multi-tenancy

Vertical applications increasingly need to handle different stakeholders who are using the same physical infrastructure to run their services. Examples are operation, maintenance, emergency response, etc. This requirement has to be supported while still assuring the communication service quality level and excluding conflicts between the stakeholders’ interests. This is especially the case if a provider network is used. Also, multi-tenancy becomes a fact when more than one vertical is using the same 5G network. (See also isolation)
Network recovery
Not only should it be possible to isolate communication services consumed by different applications and/or tenants against each other (see isolation), but 5G networks should also provide functionality that regulates the network recovery in a controlled fashion. For instance, in a factory setting, after recovery from a 5G network failure, industrial control application should be provided with communication service access before the outbound logistics applications. The same is true in “mixed” scenarios, e.g. an electricity distribution grid and a building automation system that use the same provider network. Here, applications belonging to the distribution grid have typically precedence over the building automation applications.

Quality of service (QoS) description

Distributed industrial solutions do not stop at national or service provider borders. Therefore, a common understanding and definition of industry-grade QoS is required across national borders and between providers. This is the only way to provide service guarantees beyond connectivity in an

end-to-end fashion. To assure that such end-to-end services can be setup in a timely manner, fundamental industrial service / SLA profiles should be available, globally accepted and offered. By so doing, long lasting negotiation periods with several network service operators and undue overhead when merging two 5G networks can be avoided.

Service response (Negotiation of QoS levels) 

Some automation applications can operate at more than one communication QoS setting. Therefore, if a certain QoS level is requested by the application but cannot be met by the 5G network, an alternative should be proposed by the network. For instance, if the requested end-to-end latency of 10 ms cannot be guaranteed, the 5G communication service indicates what end-to-end latency is feasible instead. The automation application has then the option to request communication services at a refined QoS level. 

Simplified certification

Industrial solutions are foreseen for international use. In many cases, certifications have to be applied before this is legally possible. This includes the certification of 5G-based communication solutions, especially if these solutions leverage wireless interfaces. Region/nation-specific certification procedures which are not accepted amongst each other, are very cumbersome and expensive. Thus the 5G development should already foresee the means and the technical capabilities to successfully pass such certification processes.
Service requirements in table 7.3-1 (eV2X services)
We propose three new use cases for TS 22.261: car-to-car communication, communication-based train control, and train operation. Columns similar to those in table 7.2.2-1 are introduced.
Other service requirements (section 7.3.1)

The proposed KPIs in section 7.2.3 also apply to eV2X services. For this reason they are repeated in Section 7.3.1.
Service requirements in table 7.4-1 (higher accuracy positioning)
Two new use cases are proposed for TS 22.261: automated guided vehicles in discrete and process automation and car-to-car communication.
Security (section 8.2)
Due to the often critical importance of vertical applications for society (for instance energy distribution and hospitals), very high security levels need to be achieved. This includes not only enforcement but also monitoring. Additional to the requirements already listed in section 8 of TS 22.261, we propose two cases in which notifications are to be provided to the user and/or the network administrator (lack of base station authentication and change of communication encryption mechanism.
Proposal

------------------------- PROPOSED CHANGES ----------------------------

3.1
Definitions

For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].

Editor's Note: The definitions of active communication and service continuity propose changes to 21.905 and need to be propagated once agreed in SA1. To add to 21.905 we need to consider another note for service continuity, e.g., 

NOTE x: 
Examples of access changes include the following. From pre-5G: CS/PS domain change. From 5G: switching between a direct 3GPP connection and an indirect 3GPP connection.
3GPP connection: The connection between a device and a 3GPP network.

Active communication: a UE is in active communication when it has one or more connections established. A UE may have any combination of PS connections (e.g., PDP contexts, active PDN connections).

Availability (%): Percentage value of the amount of time the 3GPP system is delivering end-to-end services according to specification, divided by the amount of time it is expected to deliver end-to-end services in a specific area.
 End-to-end is to be understood as between information source and destination at the application level.
End-to-end latency: time it takes to transfer a given piece of information from a source to a destination, measured at the application level, from the moment it is transmitted by the source to the moment it is received at the destination.

Experienced data rate: Communication data rate experienced by the application consuming the communication service. 

Direct 3GPP connection: One mode of 3GPP connection, where there is no relay UE between the device and the 3GPP network.

Direct device connection: The connection between two devices without any network entity in the middle.

Hosted Service: A service containing the operator’s own application(s) and/or trusted 3rd party application(s) in the Hosting Service Environment, which can be accessed by the user.

Indirect 3GPP connection: One mode of 3GPP connection, where there is a relay UE between the device and the 3GPP network.
Network slice: A set of network functions and corresponding resources necessary to provide the required telecommunication services and network capabilities.

Reliability (%): The amount of sent network layer packets successfully delivered to a given node within the time constraint required by the targeted service, divided by the total number of sent network layer packets.

Satellite access: Direct connectivity between the user terminal and the satellite.
Service Continuity: The uninterrupted user experience of a service that is using an active communication when a UE undergoes an access change without, as far as possible, the user noticing the change.

NOTE 1: 
In particular Service Continuity encompasses the possibility that after a change the user experience is maintained by a different telecommunication service (e.g. tele- or bearer service) than before the change.
NOTE 2: 
Examples of access changes include the following. From pre-5G: CS/PS domain change. From 5G: switching between a direct 3GPP connection and an indirect 3GPP connection.
Service Hosting Environment: The environment, located inside of 3GPP network and fully controlled by the operator, where Hosted Services are offered from.

Tactile internet: System where a human controls real or virtual objects by tactile input, and receives tactile, audio, or visual feedback of his actions. The feedback has to arrive fast enough to give the impression of zero-latency control.

Wireless Backhaul: provides interconnection link between 3GPP network nodes and/or 3GPP transport network using 3GPP radio access technology.

3.2
Abbreviations

For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].

3D
Three Dimensional

5G
Fifth Generation

E2E
End to End

eFMSS
Enhancement to Flexible Mobile Service Steering
eV2X
Enhanced Vehicle to Anything
FMSS
Flexible Mobile Service Steering

ICP
Internet Content Provider

IOPS
Isolated E-UTRAN Operation for Public Safety
IoT
Internet of Things

KPI
Key Performance Indicator 

MBB
Mobile BroadBand

MIoT
Massive Internet of Things

MNO
Mobile Network Operator

MPS
Multimedia Priority Service

MVNO
Mobile Virtual Network Operator

NGMN
Next Generation Mobile Networks

QoE
Quality of Experience

SEES
Service Exposure and Enablement Support
UAV
Unmanned Aerial Vehicle

UHD
Ultra High Definition

VR
Virtual Reality

----------
7.2
Low latency and high availability
Editor's Note: Text in this section is still to be elaborated 

7.2.1
Overview

Several service scenarios demand very low latency and very high availability. The overall service latency depends on the delay on the radio interface, transmission within the 3GPP system, transmission to a server which may be outside the 3GPP system, and data processing. Some of these factors depend directly on the 3GPP system itself, whereas for others the impact can be reduced by suitable interconnections from the 3GPP system to services or servers outside of the 3GPP system, for example, to allow local hosting of the services. The services and their performance requirements can be found in table 7.2.2-1. Latency in the table refers to the end-to-end latency.

7.2.2
Services and KPIs

Services requiring low latency and high availability can be categorized in the following groups:

-
Industrial control - Conventional industrial control is characterised by high requirements on the communications system regarding latency, reliability, and availability. Systems supporting industrial control are usually deployed in geographically limited areas but may also be deployed in wider areas (e.g., city- or country-wide networks), access to them may be limited to authorised users, and they may be isolated from networks or network resources used by other cellular customers.

-
Industrial automation - Industrial automation is characterised by high requirements on the communications system regarding reliability and availability. Systems supporting industrial automation are usually deployed in geographically limited areas, access to them may be limited to authorised users, and they may be isolated from networks or network resources used by other cellular customers.
-
Process automation – Automation for (reactive flows), e.g. refineries and water distribution networks.

-
Automation for electricity distribution (mainly medium and high voltage).
-
Intelligent transport systems – Automation solutions for street-based traffic.
-
Tactile interaction - Tactile interaction is characterised by a human being interacting with the environment or people, or controlling a device, and relying on tactile feedback.

-
Audio-visual interaction - Audio-visual interaction is characterised by a human being interacting with the environment or people, or controlling a device, and relying on audio-visual feedback.

-
Remote control - Remote control is characterised by a device being operated remotely, either by a human or a computer.

Table 7.2.2-1 Performance requirements for low-latency and high-availability services.

	Service
	End-to-End Latency
	Jitter
	Survival time
	Availability
	Experienced data rate
	Payload
	Traffic density
NOTE 7
	Connection density
	Service area
NOTE 6
	Coverage

NOTE 1
	Comments

	Discrete Automation - Motion  Control
	1 ms
	1 µs
	0 ms
	99,9999%
	1 Mbps
	Small
	100 Gbps/km2
	100 000/km2
	100 x 100 x 30 m
	Very high
	NOTE 2

	Discrete automation
	10ms
	10 ms
	0 ms
	99,99%
	10 Mbps
	Small to big
	1 Tbps/km2 
	100 000/km2
	1000 x 1000 x 30 m
	Very high
	

	Process automation
	20 ms
	20 ms
	100 ms
	99,99%
	100 Mbps
	Small to big
	10 Tbps/km2
	100 000/km2
	10000 x 10000 x 200 m
	Very high
	

	Energy distribution – medium voltage
	25 ms
	25 ms
	25 ms
	99,9%
	10 Mbps
	Small to big
	10 Gbps/km2
	1 000/km2
	100 km along power line
	Very high
	

	Energy distribution – high voltage
	5 ms
	1 ms
	0 ms
	99,9999%
	100 Mbps
	Small
	100 Gbps/km2
	1 000/km2
NOTE 5
	200 km along power line
	Very high
	NOTE 4

	Intelligent Transport Systems – Road Side Units
	10 ms


	20 ms
	100 ms
	99,9999%
	10 Mbps
	Small to big
	10 Gbps/km2
	1000/km2
	2 km along a road
	Very high
	

	Tactile interaction
	0,5 ms
	[TBC]
	[TBC]
	[99,999%]
	[Low]
	[Small]
	[Low]
	[Low]
	[TBC]
	[Very high]
	NOTE 2

	Audio-visual interaction
	[10 ms]
	[TBC]
	[TBC]
	[99,9%]
	[250 Mbps]
	[Big]
	[Low]
	Low]
	[TBC]
	[High]
	NOTE 3

	Remote control
	[5 ms]
	[TBC]
	[TBC]
	[99,999%]
	[From low to 10 Mbps]
	[Small to big]
	[Low]
	[Low]
	[TBC]
	[Very high]
	

	NOTE 1: 
The coverage requirement applies to the service area, e.g., inside a factory.

NOTE 2: 
Traffic prioritization and hosting services close to the end-user may be helpful in reaching the lowest latency values.

NOTE 3: 
Audio-visual interaction requires very low-delay audio and video coding, and high video frame rates (e.g., 120 fps).

NOTE 4:   Currently realised via wired communication lines 

NOTE 5:   In dense urban areas.

NOTE 6:   Estimates of maximum dimensions; the last figure is the vertical dimension.

NOTE 7:   Based on the assumption that all connected applications within the service volume require the maximum experienced data rate.  

NOTE 8:   All the values in this table are targeted values and not strict requirements.

	


Editor's Note: All values in this table are FFS.

7.2.3
Other requirements
To support the ease of use of 5G communication technology, the 5G system shall provide so-called communication services with clearly defined quality levels. These communication services can be used without understanding how these communication services are realized.
In order to assure the trust of the user in 5G communications, the 5G system shall guarantee the quality of a provided communication service even if another communication service in the same network uses communication resources.
To support the assurance and the quality maintenance of communication, the 5G system shall provide mechanisms and interfaces for QoS and error monitoring to the system user.
To support automation communication in various application domains, the 5G system shall support multicast communication.
To increase the number of served users and to increase the utilization of the 5G networks, the 5G system shall enable multi-tenancy. 
To increase the recoverability of 5G communication, the 5G system shall enable the prioritization of network access based on the priority of an application. 
To foster the global use of 5G technology, the 5G system shall provide universal communication service profiles.

To increase the usability of 5G communication services, the 5G system shall provide detailed responses to service requests. If a request cannot be met, the response shall indicate what can be provided alternatively.

To foster the global use of 5G technology, the 5G system shall encompass descriptions of 5G communication services and also communication interfaces that expedite the certification of 5G technology and 5G communication solutions. 
To support virtual reality environments with low motion-to-photon capabilities, the 5G system shall support equivalent low motion-to-sound delay (<20ms).

NOTE: 
in virtual reality the motion-to-sound latency is the latency between the physical movement of a user’s head and updated sound waves from a head mounted speaker reaching their ears.

To support interactive task completion during voice conversations the 5G system shall support low-delay speech coding for interactive conversational services (100ms, one way mouth-to-ear).

7.3
eV2X performance requirements

Editor's Note: to be updated.
Table 7.3-1 Performance requirements for eV2X services.

	Service
	End-to-End Latency
	Jitter
	Survival time
	Availability
	Experienced data rate
	Payload
	Traffic density

NOTE 1
	Connection density
	Mobility

	Service area
NOTE 2
	Coverage

NOTE 3
	Comments

	Car-to-Car Communication
	1 ms
	[TBC]
	[TBC]
	99,9999%
	100 kbps
	Small
	100 Gbps/km2
	1 000 000/km2
	500 km/h
NOTE 4
	100 x 100 x 10 m
	Very high
	NOTE 5

	Communication-based train control
	100 ms
	20 ms
	100
	99,9999%
	10 Mbps
	Small
	10 Gbps/km2
	1000/km2
	500 km/h
	500 x 10 x 30 m NOTE 6
	Very high
	

	Train operation
	100 ms
	20 ms
	1000 ms
	99,999%
	100 Mbps
	Small to big
	10 Tbps/km2
	100 000/km2
	500 km/h
	500 x 10 x 30 m NOTE 6
	Very high
	

	NOTE 1:  Based on the assumption that all connected applications within the service volume require the maximum experienced data rate.  

NOTE 2: Estimates of maximum dimensions; the last figure is the vertical dimension.
NOTE 3: The coverage requirement applies to the service volume, e.g., inside a factory.
NOTE 4: Includes the case of two cars heading toward each other (keyword: device-to-device communication).
NOTE 5: Inferred from figures for ITS  based on IEEE 802.11p.
NOTE 6: Under the assumption of a straight rail line.

NOTE 7: All the values in this table are targeted values and not strict requirements.


7.3.1 Other requirements
To support the ease of use of 5G communication technology, the 5G system shall provide so-called communication services with clearly defined quality levels. These communication services can be used without understanding how these communication services are realized.
In order to assure the trust of the user in 5G communications, the 5G system shall guarantee the quality of a provided communication service even if another communication service in the same network uses communication resources.
To support the assurance and the quality maintenance of communication, the 5G system shall provide mechanisms and interfaces for QoS and error monitoring to the system user.
To support automation communication in various application domains, the 5G system shall support multicast communication.
To increase the number of served users and to increase the utilization of the 5G networks, the 5G system shall enable multi-tenancy. 
To increase the recoverability of 5G communication, the 5G system shall enable the prioritization of network access based on the priority of an application. 
To foster the global use of 5G technology, the 5G system shall provide universal communication service profiles.

To increase the usability of 5G communication services, the 5G system shall provide detailed responses to service requests. If a request cannot be met, the response shall indicate what can be provided alternatively.

To foster the global use of 5G technology, the 5G system shall encompass descriptions of 5G communication services and also communication interfaces that expedite the certification of 5G technology and 5G communication solutions. 
7.4
Higher-accuracy positioning
Table 7.4-1 Performance requirements for higher-accuracy-positioning services.
	Service
	End-to-End Latency
	Survival time
	Availability
	Service area
NOTE 1
	Position accuracy

	Discrete Automation and Process Automation – Automated Guided Vehicles
	1 ms
	2 ms
	99,9999%
	100 x 100 x 30 m
	0,1 m

	Car-to-Car
	1 ms
	2 ms
	99,9999%
	100 x 100 x 30 m
	0,1 m

	NOTE 1: Estimates of maximum dimensions; the last figure is the vertical dimension.


----------
8.2
General

The 5G system shall support a secure mechanism to store cached data.

The 5G system shall support a secure mechanism to access a content caching application.
The 3GPP system shall support a secure mechanism to access a service or an application in an operator’s Hosting Service Environment.
The 3GPP system shall enable support of an access independent security framework.
The 5G system shall support a mechanism for the operator to authorize subscribers of other PLMNs to receive temporary service (e.g., mission critical services).

The 5G system shall be able to provide temporary service for authorized users without access to their home network (e.g., IOPS, mission critical services).

The 5G system shall allow the operator to authorize a 3rd party to create, modify and delete network slices, subject to an agreement between the 3rd party and the network operator. 

A relay UE should not be able to intercept any relayed data.
The 5G system shall notify the user when the communication encryption mechanism is changed.

The 5G UE shall notify the user when the UE connects to an unauthorized base station.

� “ability to perform as required for a given time interval, under given conditions” (IEC 61907:2009).


� Note that in some use cases one also needs to take the vertical dimension of the area to be served into consideration.  
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