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Abstract: This P-CR provides FS_CATS use cases to support management of traffic in case an application on a third party server becomes congested or fails, or the entire third party server fails.
Discussion
Applications on UEs that interact with applications residing on servers outside 3GPP domain need to be controlled so that excessive use of 3GPP network resources is avoided while not affecting other applications and associated servers that are functioning normally. To achieve this, the 3GPP network needs to be made aware when the server is experiencing a problem (and also when it returns to normal operation). In case of a “hard” failure, the 3GPP EPC needs to be able to detect that the third party server has failed without an indication from it. The 3GPP network should take steps to mitigate the effects of the problem while not affecting traffic to other applications functioning normally.

If the volume of traffic for the target third party applications is not large enough to impact the 3GPP network, this may not be necessary.  However, it is difficult to predict which application(s) will become popular (many users, wide-spread usage), which may not be so popular but will be heavily used in a small area (e.g., admission control at a concert or sports event), or which may not normally place much burden on the network but may involve extensive signalling in some situations (e.g., attach messages after reset). Therefore this capability should be required for all third party application servers, but could be enabled only for applications as determined by the operator according to its own criteria.
The following text is proposed to be added to TR 22. 818.

Start of Change

4
Use cases
4.x
Third Party Server Reports Congestion or Failure

4.x.1
Description

This use case is for a “soft” failure where the third party server is able to continue to provide certain basic functions even though applications residing on it have run into difficulties. A third party server provides an indication to the 3GPP EPC when it experiences congestion or failure. The 3GPP network selectively controls the traffic of individual applications so that their traffic toward the affected application(s) on the third party server is reduced or stopped. Applications on third party servers that are functioning normally are not affected.

4.x.2
Pre-conditions

The third party application proving the service on a third party server is functioning normally and traffic loads are at normal levels.


4.x.3
Service Flows

The application on the third party server experiences problems resulting in reduced traffic handling capacity, or the traffic volume increases to the point that the application on the third party server becomes congested, or the application fails (is unable to accept traffic). The third party server informs the 3GPP EPC that the application is congested or has failed.

The 3GPP EPC assesses whether the volume of traffic for the affected application(s) warrants taking action. If so, it takes steps to reduce or stop traffic to the third party server by selective barring of traffic to the application(s) supported on that server. The traffic being controlled may be identified as being addressed to the application or third party server experiencing difficulties.

Note:
If the volume of traffic for the target third party applications is not large enough to impact the 3GPP network, this may not be necessary. However, it is difficult to predict which application(s) will become popular (many users, wide-spread usage), which may not be so popular but will be heavily used in a small area (e.g., admission control at a concert or sports event), or which may not normally place much burden on the network but may involve extensive signalling in some situations (e.g., attach messages after reset). Therefore this capability should be required for all third party application servers, but could be enabled only for applications as determined by the operator according to its own criteria. The management effort should not exceed the impact of doing nothing for a low volume application.
The 3GPP EPC may periodically check the status of the application on the third party server, proceeding according to the result.
The application on the third party server becomes uncongested or recovers from its failure.
The third party server informs the 3GPP EPC that it is has returned to normal (uncongested) operation or that it has recovered from its failure.
The 3GPP EPC allows normal traffic flows to resume.


4.x.4
Post-conditions

Unproductive 3GPP network traffic was reduced or eliminated during the time adverse server condition existed.

Traffic management actions by the 3GPP were helpful in assisting the application server affected by adverse condition.

4.x.5
Potential Impacts or Interactions with Existing Services/Features

None identified.

4.x.6
Potential Requirements

The third party server shall inform the 3GPP EPC when an application on it is experiencing congestion or failure and when normal operation resumes.
Note:
Depending on the nature of the application and its popularity, two (not congested, congested) or four (not congested, low, medium, high) levels of congestion are likely sufficient.

The 3GPP network shall selectively control traffic to the affected application(s) on the third party server(s) while not affecting traffic to applications functioning normally.
The 3GPP EPC shall periodically check the status of the application(s) on the third party server that has reported a problem, and shall continue controlling or cease controlling traffic accordingly.
4.y
Third Party Server Fails
4.y.1
Description

This use case is for a “hard” failure where the third party server is unable to provide even basic functions. When a third party server experiences a “hard” failure, the 3GPP EPC detects that the third party server is not responding to traffic sent to it. The 3GPP network selectively controls individual applications so that their traffic toward the affected application(s) on the third party server is stopped. Applications on third party servers that are functioning normally are not affected.

4.y.2
Pre-conditions

The third party application proving the service on a third party server is functioning normally and traffic loads are at normal levels.


4.y.3
Service Flows

The third party server experiences a hard failure such that it is unable to respond to incoming traffic and is not able to indicate that it has a problem. The 3GPP EPC detects that the third party server has failed by observing that it is not responding to traffic sent to it.

The 3GPP EPC assesses whether the volume of traffic for the affected application(s) warrants taking action. If so, it takes steps to stop traffic to the third party server by selective barring of traffic to the application(s) supported on that server. The traffic being controlled may be identified as being addressed to the application or third party server experiencing the failure.

Note:
If the volume of traffic for the target third party applications is not large enough to impact the 3GPP network, this may not be necessary. However, it is difficult to predict which application(s) will become popular (many users, wide-spread usage), which may not be so popular but will be heavily used in a small area (e.g., admission control at a concert or sports event), or which may not normally place much burden on the network but may involve extensive signalling in some situations (e.g., attach messages after reset). Therefore this capability should be required for all third party application servers, but could be enabled only for applications as determined by the operator according to its own criteria. The management effort should not exceed the impact of doing nothing for a low volume application.
The 3GPP EPC may periodically check the status of the application on the third party server, proceeding according to the result.
The application on the third party server recovers from its failure.
The third party server informs the 3GPP EPC that it has recovered from its failure.
The 3GPP EPC allows normal traffic flows to resume.

4.y.4
Post-conditions

Unproductive 3GPP network traffic was reduced or eliminated during the time adverse server condition existed.

4.y.5
Potential Impacts or Interactions with Existing Services/Features

None identified.
4.y.6
Potential Requirements

The 3GPP EPC shall be able to detect that an application on a third party server, or the third party server as a whole, is not responding to traffic sent to it.
The 3GPP network shall selectively control traffic to the affected application(s) on the third party server(s) while not affecting traffic to applications functioning normally.
The third party server shall inform the 3GPP EPC when normal operation resumes.
The 3GPP EPC shall periodically check the status of the application(s) on the third party server that it has detected as having failed, and shall continue controlling or cease controlling traffic accordingly.
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