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1
Description
Most public safety operations are daily dealing with matters of life and death in emergency situations. Decisions are to be made very quickly either directly on the field or in the control room. Those decisions are based on what’s happening on the field but also on external data collected by and in the control room.

As a consequence links with the control room are very critical and need to be resilient. Data interruption is less and less acceptable. Indeed, one cannot explain that people died because there were not networks. Public safety organisations can invest in order to make those links resilient.

The control room manages group communications or individual communications. They always need to do both of them. 

Distress calls are particularly secured: they use resilient links with the control room. But, in addition many public safety organisations choose to relay these calls on the field (systematically or when the control room can not be reached).

Moreover, there are some cases where any link with a control room cannot be easily achieved. There will still be places with no coverage or deep indoor situations. Public safety experienced particularly difficult operations in those cases where lives had been lost. So in addition to resilient link with the control room critical communication users need also self deployable networks (with option of a satellite backhauling) to be able to work with no permanent coverage and an ability to extend a coverage in a deep indoor situation.

It can also happens, that the current coverage is not enough, so self deployable networks may also be needed in urban areas sharing the same frequency plan.

The need can be summarized in the 4 following points:

· Resilient communications with including the control room (individual and group)

· Self deployable networks working in stand alone, with the permanent network or a satellite link

· Deep indoor coverage extension

· Configurable management of distress call

2 
Resiliency
Let us try to give a definition of resiliency.

Resiliency is the ability of the network to preserve the communication as it is or in a fall back mode in case of any kind of failure equipment, cable cut, power supply etc…).

Today, we improve the resiliency of a communication by ensuring that in case of failure this communication can be re-established using an independent way. A fully independent way avoids and single point of failure. This independency has to be thought of links, equipments, power supply and geography. We have also to think of a building destroyed or not usable! Moreover, the solutions can be different depending on the area. It is easier to build a resilient network in big cities where there are multiple infrastructures from multiple operators than in rural areas.

Each critical communication organisation has its own trade-off between resiliency and costs depending on the area and the possible crisis situations. This trade-off can also change when an organisation faces a big disaster. The standardisation should ensure a tool box allowing each organisation to adapt resiliency levels to the needs and available budgets.

3 
Minimum services
Improving resiliency on a network requires a trade off considering costs. In extreme situation it will not be reasonable to try to keep all services. Should a base station really be able of doing the work of the whole network? We propose here as an example a set of minimum basic functions that could be preserved.

· Each organisation should have the ability to communicate with a minimum service. At least it can have a group communication and a data service sized according cell resources (equipment, frequency). This implies an ability to preempt on organizations using more than the minimum set.

· When the different organizations use more that their minimum set priority can be managed in best effort way without taking into account the organization type or data type.

· An option could be to be able to give some priority to the control room (control room can access from the air or from a wired line).

· Terminal not known by the infrastructure should have minimum emergency rights (for example distress geolocated  call).

These area minimum principles any improvement is welcome to preserve the normal way of working.

4

Constraints

Any resiliency implementation should preserve the interoperability between infrastructure and terminal between terminals and between networks.

The operational management of fall back modes is a big challenge for critical communication users. Fall back modes should not have any influence on the efficiency of the operational process. There are too main ways of dealing with that: the first one is to have a fall back mode totally transparent to the user. The second one if the first not possible is to regularly train the fall back mode. In any case a fall back mode has to be user friendly enough to be used in emergency situations with a huge amount of stress.

5

Focus on two resiliency needs

Resiliency for secured communications with the control room
The control room is very important for any operation. It collects all operational information, external experts advise. Real time important decisions are taken there and it allows to coordinate different teams on the field. So we use specific resilient architectures to keep the control room connected.
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A difficult point is that the control room connected on the radio consumes a lot of radio resources. The priorities of different data flows may have to be adapted. Moreover a control room that has a fixed link to access the network should not use a radio link. When considering those kinds of scenarios standardization works would be useful.
Local coverage extension

We consider this functionality as important for the resiliency of the network. 

In big events such as G8, G20 we always use local coverage extension to allow all the forces to communicate. In those kinds of events any organisation should be able to arrive with its own material. For those kind of events the cooperation between different countries is often very important and today we must deal with interoperability issues we need to avoid in the future.

Moreover for incidents at/near a frontier (plane crash for instance), or for big summer fire, different countries need to cooperate in emergency situations and will need interoperability while bringing their own equipments.

The corresponding use case approved by CCBG is put as an annex. We would need to add interoperability requirements to this use case.

ANNEX : Use case for local coverage extension

1         Description

This use case describes the temporary regional extension of network coverage and capacity of poorly covered areas during a local incident, e.g. fire. Basic service and network coverage are available at the scene, but capacity, available data rates and indoor coverage are not sufficient for efficient management of incident. 
2
Actors

Dave:  Emergency dispatcher operator at control room

Frank: Unit commander in local, vehicle-based command and control center

Peter: Fireman

John:  Emergency doctor

3
Pre-conditions

Basic network wide-area coverage is available.

Mobile unit vehicles are equipped with devices acting as relay nodes and UEs. 

4
Service Flow

1. Emergency call alerting emergency services, in case of a big fire.

2. Dispatcher decides to send a fire brigade and ambulance to the incident location

3. The ambulance and fire brigade are both equipped with relay nodes and UEs. Both vehicles drive to incident location and receive operational information along the way, including the building plans .

4. Both vehicles arrive at incident location. Relay nodes in vehicles are triggered manually to  connect to wide area network in order to provide local high capacity coverage

5. Emergency teams with UEs connect to relay node and start using multimedia services. Fireman enter building and uses UE to transmit thermal images and sensor analytics results.

6. RN provides thermal images to local command and control vehicle and to dispatcher.  Unit commander instructs fireman from here how to operate.. 

7. Fireman detects hazardous material and requests information from a database located at fire department building.  Information is transmitted to fireman and local command and control center.

8. After having completed the mission successfully, vehicles leave incident area. Relay nodes stop providing local service. Ambulance vehicle transmits medical data to hospital along the way.

5
Post-conditions

High-capacity and throughput services are made available locally at incident area as required.

6
Requirements

A nomadic relay node mounted on a vehicle that can be moved to an incident area, connect there to wide area network and provide local coverage and capacity extension. 

Nomadic relay node support in wide area network

Relay node device that provides UE capability simultaneously. 


































