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* * * First Change * * *

6.8
Solution #8 for Key Issue #4: QoS Monitoring

6.8.1
Description

Based on the TS 22.261 [5], clause 6.23 (QoS Monitoring), the vertical applications may want to be aware of the real time latency (e.g., UL, DL or Round trip latency) of the URLLC service in 5G system, and the trouble shooting could be done based on the real time latency as the input. QoS Notification Control is performed to monitoring the GFBR on RAN side only, to achieve the E2E QoS monitoring, the real time packet delay in 5GC and 5G-AN can be jointly monitored to achieve the E2E QoS monitoring by sending the monitoring packets periodically when QoS monitoring activated. There are two ways to monitor packet delay: round-trip time (RTT) delay and one-way delay.

6.8.1.1
QoS Monitoring Activation

The QoS monitoring could be activated dynamically by the 5GC for certain UEs, UE group, or network slice instance, based on the subscription, the request from the AF, or the command from the OAM system, etc.

During the PDU Session Establishment or Modification procedure, the PCF may send QoS Monitoring Policy to the SMF based on subscription or AF request. The QoS Monitoring policy contains the QoS parameters to be monitored, event report triggers, the validity timer length for round trip monitoring, the threshold of QoS parameters and the relevant actions when threshold is exceeded are also included in the QoS Monitoring policy. The QoS Monitoring Policy can also be pre-configured at SMF by the operator. When receiving the QoS Monitoring Policy from the PCF, The SMF maps the QoS Monitoring Policy in the URRs to the UPF, the URR includes QoS parameters to be monitored, threshold, the validity timer length for round trip monitoring and relevant action, and event report for specific QoS flows. The SMF notifies the RAN and UE to enable the QoS Monitoring for the QoS Flow via the Namf_Communication_N1N2MessageTransfer message and PDU Session Modification Command message.

When the event reports is triggered, e.g. when the round trip or UL/DL packet delay is longer than the threshold, or when the UPF does not receive the round trip monitoring respond packet within the length of the validity timer, the UPF can report the events via N4 interface, respectively. After receiving the QoS monitoring events report from UPF, the SMF may forward the report to e.g. PCF. The detailed procedure for QoS Monitoring activation is defined in the clause 6.8.2.
6.8.1.2
Enforce QoS Monitoring

6.8.1.2.1 Option 1: Using newly defined packet as monitoring packets

The monitoring packet is using the same QoS flow as the URLLC service packet data to be monitored. To distinguish the GTP-Us delivering the monitoring packets from the ones delivering the service packets, a new payload type QMP (QoS Monitoring Packet) in GTP-U header (between UPF and RAN) is introduced.
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Figure 6.8.1.2.1-1: Packet delay measurement

The round trip latency could be monitored by sending the round trip monitoring packets between the UE and UPF.

When the packet delay monitoring is activated by the network, the UPF creates and sends the monitoring packets to the RAN:

-
Step1. UPF generates the monitoring request packets and assigns a relevant sequence number with each packet. UPF encapsulates the GTP-U header with QFI, TEID and QMP indicator. The UPF records the local time T1 and starts validity timers for each monitoring packet with the length provided as the validity timer length for round trip monitoring after sending out the packets to the RAN successfully.

-
Step2. When receiving the monitoring request packets, RAN records the sequence number and the local time T2, initiates packet delay measurement between RAN and UE.

The length of the monitoring packet could be defined equal to the typical packet size of the actual URLLC service packet. The length of the monitoring packet could be contained in the QoS Monitoring policy.
NOTE:
QoS monitoring mechanisms adopted in RAN part depends on RAN conclusion.

-
Step3. When receiving the monitoring response packet from UE, RAN encapsulates QMP indicator in the GTP-U header of the measurement response packet and send it out to the UPF. RAN also includes the corresponding sequence number, the one way (UL and DL) packet delay result of Uu interface, local time T5 the response packet sent out, together with the T2 in step2 in the response packet.

-
Step4. UPF records the local time T6 and gets the one way (UL and DL) packet delay result of Uu interface when receiving the monitoring response packet identified by the sequence number. In case the UPF does not receive a monitoring respond packet before the corresponding timer is ended, the UPF take that monitoring respond packet as lost.
The UPF calculates the latency as the following:

-
RTT1: Round trip latency between the RAN and UPF: (T6-T1) - (T5-T2).

-
RTT2: Round trip latency between the RAN and UE: Calculated by RAN based on the packet delay mechanism of Uu interface.

-
RTT3: Round trip latency between the UPF and UE: RTT1+RTT2.

-
In case the monitoring respond packet is lost, Round trip latency is set to the length of the corresponding validity timer.
It is assumed that the time synchronization precision between the UE and RAN achieves to microsecond level and the network latency between the RAN and UPF is regarded as symmetric, so we suggest approximate one way latency could also be calculated:

-
One way delay 1: DL or UL between the RAN and UE: Calculated by RAN based on the packet delay mechanism of Uu interface.

-
One way delay 2: DL or UL between the RAN and UPF: [(T6-T1) - (T5-T2)]/2

-
One way delay 3: DL or UL between the UE and UPF: One way delay1 + One way delay2

The UPF and RAN could encapsulate the sequence number timestamp in the monitoring packets to calculate the one way or RTT packet delay between the RAN and UPF.

6.8.1.2.2 Option 2: Using actual service packets as monitoring packets

The monitoring packet is sampled from the service packets of URLLC service by UE and UPF based on the measurement period in the QoS Monitoring policy. If the round trip packet delay is requested to be measured, it is proposed that the UL one way packet delay plus DL one way packet delay could be regarded equal to the round trip packet delay. To distinguish the GTP-U packets for QoS Monitoring from the ones delivering the service packets, a new payload type QMP (QoS Monitoring Packet) in GTP-U header (between UPF and RAN) and in SDAP/PDCP header (between UE and RAN) is introduced.

When the DL one way packet delay monitoring is activated by the network, the UPF samples the DL service packets of the QoS Flow as monitoring packet and sends it to the RAN:

-
Step1. UPF samples the DL service packets of the QoS Flow based on the measurement period as monitoring packet. The UPF encapsulates the GTP-U header with QFI, TEID, sequence number and QMP indicator. The UPF sends the monitoring packets to the RAN. The UPF records the local time T1 after sending out the packets to the RAN successfully.

-
Step2. When receiving the monitoring packets, RAN records the sequence number in the GTP-U header and the local time T2, initiates packet delay measurement between RAN and UE.

NOTE 1:
How RAN and UE measure the DL packet delay of Uu interface depends on RAN decision.

-
Step3. When getting the DL packet delay result of Uu interface, RAN encapsulates QMP indicator in the GTP-U header of the measurement response packet and sends it to the UPF. RAN also includes the corresponding sequence number, DL one way packet delay result of Uu interface (TDL-Uu), local time T5 when the response packet sent out, together with the T2 recorded in step 2, in the response packet.

NOTE 2:
RAN can send a new defined message as the monitoring response packet to the UPF, or the RAN could utilize the UL G-PDU which delivering the service packets as the monitoring response packet. If the G-PDU is used, the information in step 3 is contained in the GTP-U extended header.

-
Step4. UPF records the local time T6 and gets the DL one way packet delay of Uu interface when receiving the monitoring response packet identified by the sequence number.

It is assumed that the packet delay between the RAN and UPF is regarded as symmetric, so approximate one way latency of N3 interface could be calculated based on the round trip packet delay of N3 interface. The round trip packet delay of N3 interface could be calculated by UPF as TRTT-N3 = (T6-T1) - (T5-T2).

The E2E DL one way packet delay could be calculated by UPF as TPDB-DL = TDL-Uu + (TRTT-N3/ 2).

When the UL one way packet delay monitoring is activated by the network:

-
Step 1. UE samples the UL service packets of the QoS Flow based on the measurement period as monitoring packet. UE encapsulates the SDAP/PDCP header with QMP indicator. The UE sends the monitoring packets to the RAN.

-
Step 2. When receiving the monitoring packets, RAN would calculate the UL packet delay of Uu interface.

NOTE 3:
The detailed QoS Monitoring mechanisms adopted in RAN part depends on RAN decision.

-
Step 3. RAN encapsulates QMP indicator in the GTP-U header of the UL G-PDU packet and send it to the UPF. RAN also includes the UL one way packet delay result (TUL-Uu) of Uu interface in the GTP-U extended header.

-
Step 4. UPF gets the UL one way packet delay of Uu interface when receiving the monitoring packet.

The E2E UL one way packet delay is calculated by UPF as TPDB-UL = TUL-Uu+ (TRTT-N3/ 2).

NOTE 4:
RAN can encapsulate both DL and UL packet delay of Uu interface in the GTP-U extended header of the same UL G-PDU packet in step 3.

6.8.1.2.3
Option 3: Using newly defined packets based on time synchronization

This solutin assumes the 5G internal system clock or external system clock (e.g. TSN network domain) is made available to all user plane nodes in the 5G system. The one way packet delay of Uu interface could be measured by UE and RAN based on time synchronization mechanism between UE and RAN, and the one way packet delay of N3 interface could be measured by RAN and UPF directly according to the time stamp information carried by the measurement packet, if UPF is time synchronized with RAN and UE. This solution is quite similar as option 1, with the following exceptions:

When the packet delay monitoring is activated by the network:

· The UPF records the local time T1 when creating the monitoring packets and encapsulates the time stamp T1 in the monitoring packets (e.g. in the GTP-U header or in the monitoring packets body).

· When receiving the monitoring packets from UPF, RAN records local time T2, and calculates the DL packet delay of N3 interface as TDL-N3 = T2-T1.
· When receiving the monitoring response packets form UE, RAN encapsulates local time T5 when sending the response packet to the UPF, together with the TDL-N3 in step2 in the response packet.

· When receiving the monitoring packets from RAN, the UPF records local time T6, and calculates the UL packet delay of N3 interface as TUL-N3= T6-T5.
NOTE: How the UPF get the UL and DL packet delay of Uu interface refers to option 1.
6.8.1.2.4
Option 4: Using actual service packets based on time synchronization

This solution assumes the 5G internal system clock or external system clock (e.g. TSN network domain) is made available to all user plane nodes in the 5G system. The one way packet delay of Uu interface could be measured by UE and RAN based on time synchronization mechanism between UE and RAN, and the one way packet delay of N3 interface could be measured by RAN and UPF directly according to the time stamp information carried by the measurement packet, if UPF is time synchronized with RAN and UE. This solution is quite similar as option 2, with the following exceptions: 

When the one way packet delay monitoring for DL is activated by the network:

· The UPF samples the DL service packets of the QoS Flow as monitoring packet. The UPF encapsulates time stamp T1 when sampling the DL service packets in the GTP-U header (other parameters encapsulated in the GTP-U header refer to option 2). 

· When receiving the monitoring packets, RAN records the local time T2, and calculates the DL packet delay of N3 interface as TDL-N3 = T2-T1.
· When getting the DL packet delay result of Uu interface, the RAN encapsulates the TDL-Uu and TDL-N3 in the packet sent to the UPF.
· The E2E DL one way packet delay is calculated by the UPF as TPDB-DL = TDL-Uu + TDL-N3.
NOTE 1: How the UPF gets the DL packet delay of Uu interface refers to option 2.
When the one way packet delay monitoring for UL is activated by the network:

· When receiving the monitoring packets from UE, RAN encapsulates the TUL-Uu and the time stamp T5 when sending out the UL G-PDU packet in the GTP-U extended header. 
· When receiving the monitoring packets from RAN, the UPF records local time T6, and calculates the UL packet delay of N3 interface as TUL-N3 = T6-T5.

· The E2E UL one way packet delay is calculated by UPF as TPDB-UL = TUL-Uu + TUL-N3.

NOTE 2: How UPF gets the UL packet delay of Uu interface refers to option 2.
6.8.1.3 QoS Monitoring Policy

The QoS Monitoring Policy is created by the PCF. The PCF sends the QoS Monitoring policy via Session Management Policy Modification procedure to the SMF, and instructs the SMF to initiate QoS Monitoring for the QoS Flow. The QoS Monitoring Policy provides round trip and/or one- way packet delay to be monitored and monitoring periodicity, optionally the corresponding threshold to trigger the reporting of the packet delay. Besides, the PCF also instructs the QoS Monitoring events report method in the QoS Monitoring policy, e.g. immediate report when the monitored QoS KPI cannot be fulfilled or reach certain threshold, or non-real time report. If the option 1 is adopted, the length of the monitoring packet may be included in the QoS Monitoring policy.

NOTE:
The non-real-time report can be sent according to one of the following configured events: Periodic report, when the UE enters CM-IDLE state, when the UE enters RRC-INACTIVE state, when the PDU Session is released. The PCF should also indicate the report period if periodic report is required.

6.8.2
Procedures

6.8.2.1
QoS Monitoring Procedure

Procedure in Figure 6.8.2-1 is used to activate QoS Monitoring. The QoS Monitoring can be triggered by the AF and PCF.

[image: image2.emf]UE RAN AMF SMF UPF PCF AF

0.Npcf_Policy_Authorization_Create

/Update request

1. Session Management Policy Modification

8. N4 Session modification request

9. N4 Session modification response

11.Npcf_Policy_Authorization_

Create/Update response

2. Namf_Communication_N1N2 message transfer

3. N2 Session Request

4.AN-specific resource modification(including 

PDU Session Modification Command/Ack)

5. N2 Session Response

6. Nsmf_PDUSession_UpdateSMContext Request

7. Nsmf_PDUSession_UpdateSMContext Response

10. Session Management Policy Modification


Figure 6.8.2.1-1 Procedure for QoS Monitoring Activation

0.
The AF could trigger the QoS Monitoring procedure or subscribe for QoS Event Report by sending the Npcf_Policy_Authorization_Create/Update request message directly to the PCF or via NEF which is based on local configuration.

1.
Based on the service subscription and/or the request from the AF, the PCF determines to activate QoS Monitoring for the QoS Flow and generates the QoS Monitoring policy for the QoS Flow. The PCF sends the QoS Monitoring policy via Session Management Policy Modification procedure to the SMF, and instructs the SMF to initiate QoS Monitoring for the QoS Flow.
2.
When the SMF receives the QoS Monitoring policy via the Session Management Policy Modification procedure, the SMF indicates to the RAN to start QoS Monitoring via AMF in the Namf_Communication_N1N2 message transfer message. The SMF may indicate to the RAN via AMF to report the DL and UL packet delay result of Uu interface to the UPF. If option 2 is adopted, the SMF also includes the QoS Monitoring policy in the PDU Session Modification Command message sent to UE.
3.
The AMF forwards the QoS Monitoring indication received from SMF to the RAN via N2 Session Request message.

4.
The RAN forwards the PDU Session Modification Command message to UE.

5.
The RAN sends the N2 Session Response to the AMF. The RAN indicates whether the QoS Monitoring is accepted or not in this message.

NOTE:
RAN could reject the QoS Monitoring request for the QoS Flow based on RAN situation, e.g. when the load of RAN node is close to its capacity.

6.
The AMF sends the Nsmf_PDUSession_UpdateSMContext Request to the SMF to indicate whether the QoS Monitoring policy is accepted or not by RAN.

7.
SMF sends Nsmf_PDUSession_UpdateSMContext Response to the AMF.

8.
The SMF determines the QoS parameters and QoS Monitoring events which need to be monitored and reported by UPF, e.g., one-way/round trip packet delay, and optionally the corresponding threshold and/or reporting period, and sends them to UPF via N4 Session modification request.

9.
When the UPF receives the QoS Monitoring policy of the QoS Flow, the UPF initiates QoS Monitoring.

10.
The SMF indicates the QoS Monitoring policy activation result to the PCF via the Session Management Policy Modification procedure.
11.
If QoS Monitoring activation is initiated by AF, the PCF sends the Npcf_Policy_Authorization_Create/Update response to the AF to indicate the QoS Monitoring policy activation result.

6.8.2.2
QoS Monitoring Event Report by UPF

Procedure in Figure 6.8.2.2-1 is used for UPF to report QoS Monitoring Event to the SMF.
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Figure 6.8.2.2-1: Procedure for QoS Monitoring Event Report by UPF

1.
When the QoS Monitoring event is triggered, the UPF initiates QoS Monitoring events report via the N4 Session report procedure.
2a.
The UPF sends N4 Report to the SMF carrying the QoS Monitoring Event Report: Timestamp of event, Name of event, measured value of QoS parameter, PDU Session ID, QFI. If the cell ID can be obtained by the UPF, the cell ID may also be included in the report message.
2b.
The SMF sends N4 Report ACK to the UPF.

3.
The SMF forwards the QoS Monitoring Event Report to the PCF by using Npcf_SMPolicyControl_Update service. The message includes Timestamp of event, reporting function ID (RAN ID or UPF ID), Name of event, measured value of QoS parameter, UE ID (GPSI), and optionally the cell ID.

4.
The PCF sends QoS Monitoring Event Notification to the subscribed AF by using Npcf_PolicyAuthorization_Notify service. The QoS Monitorng Event Notification include Timestamp of event, Name of event, measured value of QoS parameter(s), UE ID (GPSI).
6.8.3
Impacts on Existing Nodes and Functionality

-
AF: AF may send request message to trigger the 5GC to initiate QoS Monitoring for the URLLC service of the UE. The monitored QoS parameters may be included in the request message.

-
PCF: Based on the subscription and/or AF's request, PCF creates the QoS Monitoring policy. PCF provides the QoS Monitoring policy to the SMF and instructs the SMF to initiate QoS Monitoring for the QoS Flow.

-
SMF: SMF decomposes the QoS Monitoring policy received from the PCF, and triggers the QoS Monitoring in the UPF, RAN and UE respectively.

-
UPF: Initiates QoS Monitoring for the QoS Flow based on the QoS Monitoring policy received via N4 message. When the QoS Monitoring events match the reporting condition, the UPF reports the QoS Monitoring events to the SMF.
If all user plane nodes of 5G system are time synchronized, the UPF sends the DL monitoring packet to RAN, which carrying the time stamp when sampling the service packet as the monitoring packet. The UPF may calculate the UL packet delay of N3 interface based on the time stamp received from RAN and the local time when receiving the monitoring packet if the RAN sends the DL packet delay report to the UPF.
-
RAN: When receiving the monitoring packet from UPF and UE, RAN initiates the DL and UL packet delay measurement for Uu interface. RAN provides the packet delay of Uu interface to the UPF via a new GTP-U packet or via the UL GTP-U data packet.
If all user plane nodes of 5G system are time synchronized, the RAN sends the UL monitoring packet to UPF, which carries the time stamp when sending out the monitoring packet. The RAN calculates the DL packet delay of N3 interface based on the time stamp received from UPF and the local time when receiving the monitoring packet.
-
UE: If option 1 is adopted, the UE cooperates with RAN to measure the DL and UL packet delay of Uu interface. If option 2 is adopted, the UE initiates QoS Monitoring for the QoS Flow based on the QoS Monitoring policy received via N1 message.

6.8.4
Solution Evaluation

Editor's note: As indicated by RAN2 in LS from RAN2 S2-1812451 the RAN aspects fall within scope of the planned Rel-16 WI/SI "RAN-centric Data Collection and Utilization for NR" that will start in Feb. 2019.
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