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3.1
Definitions

For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].

aggregator: Service provider managing a system of electric generation units, storage systems, and load (consumers), with independent control and customer support in its own coverage area.
automation: the automatic operation or control of a process, device, or system.

NOTE 1: This definition is based on [10].

characteristic parameter: numerical value that can be used for characterising the dynamic behaviour of communication functionality from an application point of view.

clock synchronisation service: the service to align otherwise independent UE clocks. 

clock synchronicity: the maximum allowed time offset within the fully synchronised system between UE clocks. 

NOTE 2: Clock synchronicity (or synchronicity) is used as KPI of clock synchronisation services.

communication service availability: percentage value of the amount of time the end-to-end communication service is delivered according to an agreed QoS, divided by the amount of time the system is expected to deliver the end-to-end service according to the specification in a specific area.

NOTE 3: The end point in "end-to-end" is assumed to be the communication service interface.

NOTE 4: The communication service is considered unavailable if it does not meet the pertinent QoS requirements. If availability is one of these requirements, the following rule applies: the system is considered unavailable in case an expected message is not received within a specified time, which, at minimum, is the sum of end-to-end latency, jitter, and survival time.

NOTE 5: This definition was taken from clause 3.1 in [3].

communication service reliability: ability of the communication service to perform as required for a given time interval, under given conditions.

NOTE 6: Given conditions would include aspects that affect reliability, such as: mode of operation, stress levels, and environmental conditions.

NOTE 7: Reliability may be quantified using appropriate measures such as meantime to failure, or the probability of no failure within a specified period of time.

NOTE 8: This definition is based on [2].

end-to-end latency: the time that takes to transfer a given piece of information from a source to a destination, measured at the communication interface, from the moment it is transmitted by the source to the moment it is successfully received at the destination.

NOTE 9: This definition was taken from clause 3.1 in [3].

factory automation: automation application in industrial automation branches typically with discrete characteristics of the application to be automated with specific requirements for determinism, low latency, reliability, redundancy, cyber security, and functional safety.
NOTE y1: Low latency typically means below 10 ms delivery time.
NOTE y2: This definition is taken from [19].

IoT device: a type of UE which is dedicated for a set of specific use cases or services and which is allowed to make use of certain features restricted to this type of UEs.

NOTE 10: An IoT device may be optimised for the specific needs of services and application being executed (e.g., smart home/city, smart utilities, e-Health and smart wearables). Some IoT devices are not intended for human type communications.

NOTE 11: This definition was taken from clause 3.1 in [3].

isochronous: the time characteristic of an event or signal that is recurring at known, periodic time intervals.

NOTE 12: Isochronous data transmission is a form of synchronous data transmission where similar (logically or in size) data frames are sent linked to a periodic clock pulse.

NOTE 13: Isochronous data transmission ensures that data between the source and the sink of the A/V application flows continuously and at a steady rate.

influence quantity: quantity not essential for the performance of an item but affecting its performance. 

NOTE 14: This definition is taken from IEV 151-16-31 in [45].

jitter: the maximum deviation of a time parameter relative to a reference or target value 

NOTE 15: In this document, jitter is used for describing the variation of end-to-end latency and update time. 

microgrid: Local grid, with own energy generation and power consumption; limited geographical area, typical example: power network for a university campus.
process automation: automation application in industrial automation branches typically with continuous characteristics of the application to be automated with specific requirements for determinism, reliability, redundancy, cyber security, and functional safety.

NOTE y3: This definition is taken from [19].
renewable generators: photovoltaic panels or wind turbines; energy generation unit.

survival time: the time that an application consuming a communication service may continue without an anticipated message.
NOTE 16: This definition was taken from clause 3.1 in [3].

transmission time: the interval from a start event at the reference interface of a source until a stop event of the same transmission at the reference interface of a target.

NOTE 17: Depending on the type of reference interface, the start event can be the transfer of the first bit of user data, the first byte, or a trigger event at a process interface. Respectively, the stop event can be the last bit of user data, the last byte or a trigger event of a process interface.

NOTE 18: This definition is based on [19].

type-a network: a 3GPP network that is not for public use and for which service continuity and roaming with a PLMN is possible. 

NOTE 19: The properties of type-a networks are summarised in Annex G.

type-b network: an isolated 3GPP network that does not interact with a PLMN. 

NOTE 20: The properties of type-b networks are summarised in Annex G.
update time: the interval from a start event at the reference interface of a target until a following stop event at the same reference interface.

NOTE 21: Depending on the type of reference interface, the start event can be the transfer of the last bit of user data, the last byte, or a trigger event at the process interface of a consumer. 

NOTE 22: The stop event can be the last bit of user data, the last byte, or a trigger event of a process interface that can be referred to the following successful transmission of the same source

NOTE 23: This definition is based on [19].

up state: state of being able to perform as required.

NOTE 24: This definition is based on entry IEV 192-02-01 in [45].

up time: time interval for which the item is in an up state.

NOTE 25: This definition is based on entry IEV 192-02-02 in [45].

user equipment: An equipment that allows a user access to network services via 3GPP and/or non-3GPP accesses.

NOTE 26: This definition was taken from Clause 3.1 in [3].

user experienced data rate: the minimum data rate required to achieve a sufficient quality experience, with the exception of scenario for broadcast like services where the given value is the maximum that is needed.

NOTE 27: This definition was taken from clause 3.1 in [3].

vertical domain: a particular industry or group of enterprises in which similar products or services are developed, produced, and provided.
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4.3.1
Data flows in automation

4.3.1.1
Introduction

The term automation stands for the control of processes, devices, or systems in vertical domains by automatic means [10]. Note that a process always includes physical entities and their attributes. By providing particular input to a process, one tries to generate a particular output (see Figure 4.3.1.1-1). 

[image: image1.emf]process input output


Figure 4.3.1.1-1: Process to be controlled [10]. Note that the process always has a physical component 


NOTE: Example: input = heat; process = chemical reaction in a gas. In this example, the output is the chemical reaction products.

Examples for such processes are chemical processes in the chemical industry, the control of subways, and factory automation with industrial robots. Example (1): the process in question is a chemical reaction and the input is heat; the yield of the chemical reaction, i.e., the output, varies with said heat. Example (2): for a subway, the input can be electrical energy, the process the acceleration of the subway, and the output reaching the cruising velocity of the subway.

The technology related to automation is referred to as operational technology, which "is hardware and software that detects or causes a change through the direct monitoring and/or control of physical devices, processes and events in the enterprise." [12]. An overview of operational-technology devices can be found elsewhere in the literature [11]. The last decade has seen an increased integration of operational and information technology [14]. Automation technology can be used in private settings such as factories, but it is also used in critical infrastructure such as the electricity grid, civil aviation, public transport, etc. [13]. 

Clause 4.3.1.2 introduces the main type of systems used in automation, i.e. control systems. Clause 4.3.1.3 introduces the most common activity patterns of control systems. Clause 4.3.1.4 discusses the communication attributes of an automation system. Finally, Clause 4.3.1.5 presents the communication patterns entailed by automation systems.
4.3.1.2
Control systems

As outlined in Clause 4.3.1.1, automation is about controlling processes by aid of automated means. This objective is accomplished by the use of control systems. "A control system is an interconnection of components forming a system configuration that will provide a desired [process] response." [10].

Four main control functions can be distinguished [11]:

-
measure: obtain values from sensors and feed these values as input to a process and/or provide these values as output, for instance to a human user;

-
compare: evaluate measured values and compare to process design values;

-
compute: calculate, for instance, current error, historic error, future error etc.;

-
correct or control: adjust the process.

The four functions above are typically performed by four elements [11]:

-
sensor: device capable of measuring various physical properties;

-
transmitter: device that converts measurements from a sensor and sends the signal;

-
controller: provides the logic and control instructions for the process;

-
actuator: changes the state of the environment; here the process.

NOTE:
Frequently, the combination of sensor and transmitter is referred to as a sensor. This is the style we are adhering to in the remainder of the present document.

There are four common patterns of automation. One is open-loop control, the second is feedback or closed-loop control, the third is sequence control [10][11], and the fourth is batch control [x1]. These patterns are discussed in more detail in Clause 4.3.1.3. 

4.3.1.3
Activity patterns in automation

4.3.1.3.1
Open-loop control

The salient aspect of open-loop control is the lack of output control; when providing desired output responses to an actuator, it is assumed that the output of the influenced process is predetermined and within an acceptable range. Figure 4.3.1.3.1-1 depicts an open-loop control system. 
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Figure 4.3.1.3.1-1: Open-loop control system [10]

This kind of control loop works if the influences of the environment on process and actuator are negligible. Also, this kind of control is applied in case unwanted output can be tolerated. For instance, the damage done by an electric toaster (open-loop control system) by slightly burning a slice of bread is usually assumed to be negligible. In this example, the desired output response is the crispiness of the toasted bread. The response can, for instance, be chosen by turning a dial on the toaster. The actuator is the heater in the toaster. The dial sets a certain energy level and/or toasting time. When activated, the heater generates heat, which increases the crispiness of the inserted slice of bread over time. This is the process. The output is the toast itself.

4.3.1.3.2
Closed-Loop Control

Closed-loop control enables the manipulation of processes even if the environment influences the process or the performance of the actuator changes over time. This type of control is realised by sensing the process output and by feeding these measurements back into a controller. Figure 4.3.1.3.2-1 depicts such a system. 
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Figure 4.3.1.3.2-1: Multi-variable closed-loop control system [10]

"In contrast to an open-loop control system, a closed-loop control system utilizes [measurements] of the actual output to compare the actual output with the desired output response." [10]. "An example of a closed-loop control system is a person steering an automobile (assuming his or her eyes are open) by looking at the auto’s location on the road and making the appropriate adjustments." [10]. 
4.3.1.3.3
Sequence Control

Sequence control may either step through a fixed sequence or it employs logic that performs different actions based on various system states and system input [10][11]. Sequence control can be seen as an extension of both open-loop and closed-loop control, but instead of achieving only one output instance, an entire sequence of output instances can be produced. An example of sequence control is controlling an elevator. Based on at what floor it currently resides, to what floor it is summoned, and to what floor it is directed, different kinds of control actions and actuations are taken. Note that although the name "sequence control" seems to imply a pre-programmed sequence of desired output responses, the elevator example shows that event-based control can also be realised with sequence control. 
4.3.1.3.4
Batch control

Batch processes lead to the production of finite quantities of material (batches) by subjecting input materials to a defined order of processing actions by use of one or more pieces of equipment [x1]. The product produced by a batch process is called a batch. Batch processes are discontinuous processes. Batch processes are neither discrete nor continuous; however, they have characteristics of both.
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4.3.1.4.3
Determinism

Determinism refers to whether the delay between transmission of a message and receipt of the message at the destination address is stable (within bounds). Usually, communication is called deterministic if it is bounded by a given threshold for the latency/transmission time. In case of a periodic transmission, the variation of the interval is bounded.
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4.3.2.1.1
Area of consideration

For our discussion of the communication in automation we apply a definition of the area of consideration for industrial radio communication that is found elsewhere in the literature [17]. This definition is depicted in Figure 4.3.2.1.1-1. 
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Figure 4.3.2.1.1-1: Abstract diagram of the area of consideration for industrial radio communication 


NOTE: Blue objects: communication system; other objects: automation application system.

Here, a distributed automation application system is depicted. This system includes a distributed automation application, which is the aggregation of a number of automation functions. These can be functions in sensors, measurement devices, drives, switches, I/O devices, encoders etc. Field bus systems, industrial Ethernet systems, or wireless communication systems can be used for connecting the distributed functions. The essential function of these communication systems is the distribution of messages among the distributed automation functions. Depending on the objectives, the dependability of the entire communication system and/or of its devices or its links may be of interest (more on dependability in Clause 4.3.3). Communication functions are realised by the respective hardware and software implementation.

In order for the automation application system to operate, messages need to be exchanged between spatially distributed application functions. For that process, messages are exchanged at an interface between the automation application system and the communication system. This interface is termed the reference interface. Required and guaranteed values for characteristic parameters which describe the behavioural properties of the radio communication system refer to that interface (see Clause 4.3.4.4 and [19][62]).

These characteristic parameters include dependability parameters of industrial radio communication, which are defined in [17] and [62].

The conditions that influence the behaviour of wireless communication are framed by the communication requirements of the application (e.g., length of the message), the characteristics of the communication system (e.g., output power of a transmitter), and the transmission conditions of the media (e.g., signal fluctuations caused by multipath propagation). 

If a dependability assessment is to be performed, it is necessary—in accordance with the definition of the concept of dependability—to specify an asset, its function, and the conditions under which the function is to be performed. In this context, an asset is for instance a logical link (see Clause 4.3.2.1.2). 

General requirements from the application point of view for the time and failure behaviour of a communication system are mostly related to an end-to-end link. It is assumed in this connection that the behaviour of the link is representative of the communication system as a whole and of the entire scope of the application. 
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4.3.4.4
Describing dependable communication services

In order to deliver a dependable communication service, one needs to assure the "continuity of service against failures and denial of service access and disengagement, and the transfer of user information against loss or interruption.” [2]. The dependability of the service from an end-user perspective is ensured at the service access point (interfaces in Figure 4.3.3.3.1-1). The end-user dependability requirements determine the required network performance, which in turn determine the required network parameters. As outlined in Clause 4.3.4.3, dependability requirements can be sorted under four serviceability criteria. However, as discussed in Clause 4.3.4.2, the dependability mind set also necessitates the differentiation of requested, offered, achieved and experienced dependability. The implied assurance is another paramount facet of a communication service. Assurance is a praxis that produces assurance judgments, i.e. statements that inspire confidence of, for instance, the user of the communication service. Ideally, assurance judgments are based on evidence. The evidence on which an assurance judgement is based can be obtained by the means of service monitoring. More on assurance, assurance methodology, and assurance frameworks can be found in appendix A.3 of [23]. More details on communication assurance and monitoring for assurance can be found elsewhere in the literature [24]. Such monitoring could, for instance, include the communication service availability. If the service monitoring shows that the service has been available for more than 99,92% over a year, the following assurance statement can be made: "The continuous monitoring of communication service availability over a year shows that the unavailability of the communication service is less than 0,08%. This implies that the communication service availability requested by the user, i.e. 99,9%, is met." Assurance takes place at the service interface, which is the single point of interaction between the communication network and the users, i.e. the automation functions. The set of facets of a dependable communication service is summarised in Figure 4.3.4.4-1.
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Figure 4.3.4.4-1: Facets of a dependable communication service

So far only automation functions have been addressed, but other types of applications requiring dependable communication services, e.g. PMSE (see Clause 7.8) can be served by the same conceptual framework.

So what about the related service description, in particular the service interface? Table 4.3.4.4-1, 4.3.4.4-2 and 4.3.4.4-3 summarise candidate interface parameters. The lists are grouped according to whether the parameter stands for automation function requirements (Table 4.3.4.4-1), influence quantities (Table 4.3.4.4-2), or management/control parameters (Table 4.3.4.4-3). The meaning of the columns is explained after each table. 


NOTE 1: Some of the terminology in the following tables is defined in Clause 3.1.


NOTE 2: The end-to-end connectivity either takes place on layer 3 (IP traffic) or layer 2 (Ethernet) for the use cases described in the present document. The parameters in Table 4.5.4.4-1 to 4.3.4.4-3 apply to both types of services.


NOTE 3: Parameters described in Table 4.3.4.4-1 to 4.3.4.4-3 are applicable to the use cases in the following Clauses: 5.1, 5.3, 5.3.1. to 5.3.14, 5.3.18, 5.6.4, 5.6.5, 5.8.2 to 5.8.4. 


NOTE 4: Not all of the parameters in Table 4.3.4.4-1 and Table 4.3.4.4.-2 would be used in a service call. 


NOTE 5: Ingress and egress in this Clause are in reference to the communication service interface between the source application and the communication service interface (ingress) and the communication service and the target application (egress).

Table 4.3.4.4-1: Candidate characteristic parameters for the dependable communication service interface

	Parameter name
	Typical metric (unit)
	Traffic class (note 6)

	
	
	Deterministic periodic communication
	Deterministic a-periodic communication
	Non-deterministic communication

	Communication service availability
	Minimum availability (dimensionless)
	X
	X
	X

	End-to-end latency
	Target value and jitter (s)
	X
	X
	X

	Time between failures
	Mean time between failures (s)
	X
	X
	X

	Time-triggered transmission
	Time schedule {time, window size} (s)
	X
	X
	–

	Service bit rate
	Target value (bit/s); user experienced data rate (bit/s); time window (s)
	–
	X
	X

	Update time
	Target value and jitter (s)
	X
	–
	–

	NOTE 6: – application requirements (KPIs). X: applies; –: does not apply.


Parameter description

Communication service availability
This parameter indicates if the communication system works as contracted ("available"/"unavailable" state). The communication system is in the "available" state as long as the availability criteria for transmitted packets are met. The service is unavailable if the packets received at the target are impaired and/or untimely (e.g. update time > stipulated maximum). If the survival time is larger than zero, consecutive impairments and/or delays are ignored until the respective time has expired (see Figure A.2-1).

End-to-end latency

This parameter indicates the time allotted to the communication system for transmitting a message (see Clause 3.1) and the permitted jitter.

Time between failures

This parameter is an indicator for communication service reliability (see Clause 4.3.3.3.2). This parameters states how long the communication service has to be available before it becomes unavailable. For instance, a mean time between failures of one day indicates that a communication service on average has to run error-free for one day before an error / errors make the communication service unavailable (see above). The default value is zero.

Time-triggered transmission

With time triggered transmission, the messages are forwarded according to a configurable time schedule, which is based on a reference time. The time schedule defines the time windows when the message shall be transmitted. Time-triggered transmission is contingent on a global network time and suits periodic communication of very low update time. This type of service is suitable when the target application does not keep the time.

Service bit rate

a) deterministic communication

The target value indicates committed data rate in bit/s sought from the communication service. This is the minimum data rate the communication system guarantees to provide at any time, i.e. in this case target value = user experienced data rate. 

b) non-deterministic communication

The target value indicates the target data rate in bit/s. This is the information rate the communication system aims at providing on average during a given (moving) time window (unit: s). The user experienced data rate the lower data rate threshold for any of the time windows.

Update time

Applicable only to periodic communication, the update time indicates the time interval between any two consecutive messages delivered from the egress (of the communication system) to the application (see Clause A.4).

Traffic classes

In practice, vertical communication networks serve a large number of applications exhibiting a wide range of communication requirements. In order to facilitate efficient modelling of the communication network during engineering and for reducing the complexity of network optimisation, disjoint QoS sets have been identified. These sets are referred to as traffic classes [28]. Typically only three traffic classes are needed in industrial environments [28], i.e.

-
deterministic periodic communication; 

-
deterministic aperiodic communication; and 

-
non-deterministic communication.

For a discussion of determinism and periodicity see Clause 4.3.1.4. 

Deterministic periodic communication stands for periodic communication with stringent requirements on timeliness of the transmission.

Deterministic aperiodic communication stands for communication without a preset sending time. Typical activity patterns for which this kind of communication is suitable are event-driven actions.

Non-deterministic communication subsumes all other types of traffic. Periodic non-real time and aperiodic non-real time traffic are subsumed by the non-deterministic traffic class, since periodicity is irrelevant in case the communication is not time-critical.

Usage of the parameters in Table 4.3.4.4-1

Control service request and response; monitoring service response and indication.

Table 4.3.4.4-2: Candidate application influencing parameters for the dependable communication service interface 

	Parameter name
	Typical metric (unit)
	Traffic class (note 7)
	Usage of this parameter

	
	
	Deterministic periodic communication
	Deterministic a-periodic communication
	Non-deterministic communication
	

	Burst
	Maximum user data length (byte) and minimum transfer interval (s)
	–
	X
	–
	Control service request and response; monitoring service response and indication

	
	message length (byte) and line rate of the service interface (Mbit/s)
	–
	–
	X
	

	Survival time
	Maximum (s)
	X
	X
	–
	Control service request and response

	Message size
	Maximum or current value (byte)
	X
	(X)
	(X)
	Control service request and response; non-deterministic data transmission; deterministic aperiodic data transmission

	Transfer interval
	Target value and jitter (s)
	X
	–
	–
	Control service request and response

	NOTE 7: X: applies; (X): usually does not apply; –: does not apply.


Parameter description

Burst

The transmission of, for instance, program code and configuration data may be handed to the 3GPP system as data burst. In this case, the ingress data rate exceeds the capacity of the network, which implies that some of the data has to be stored within the ingress node of the communication system before it can be transmitted to the egress interface(s). However, the data of a burst needs to be transmitted completely. This is in contrast to periodic data transmission, where new messages overwrite old ones.
Typical metrices for bursts:

-
aperiodic data transmission: maximum user data length and minimum transfer interval;

-
non-deterministic transmission: message length and line rate of the service interface.

Survival time

The maximum survival time indicates the time period the communication service may not meet the application's requirement before it is deemed to be in an unavailable state. 

NOTE 6: The survival time indicates to the communication service the time available to recover from failure. This parameter is thus tightly related to maintainability (see Clause 4.3.3.3.4) and the serviceability facet "service retainability" (see Clause 4.3.4.3).

Transfer interval

Applicable only to periodic communication, the transfer interval indicates the time elapsed between any two consecutive message delivered by the automation application to the ingress of the communication system (see Clause A.4).

Message size

The user data length indicates the (maximum) size of the user data packet delivered from the application to the ingress of the communication system and from the egress of the communication system to the application. For periodic communication this parameter can be used for calculating the requested user-experienced data rate (see Clause A.4). If this parameter is not provided, the default is the maximum value supported by the PDU type (e.g. Ethernet PDU: maximum frame length is 1522 octets, IP PDU: maximum packet length is 65535 octets). 



Table 4.3.4.4-3: Candidate control and management parameters for the dependable communication service interface

	Parameter name
	Parameter description
	Service using this parameter

	Application identifier
	Indicates the user's (application's) service interface and service instance, which is to be notified of communication related events (e.g. contracted forwarding behaviour can no longer be met)
	All service primitives

	Communication service identifier / traffic flow identifier
	Indicates the data flow which shall be forwarded according to the mutually agreed (contracted) parameters. The traffic flow identifier is associated with a set of traffic filters, which filter traffic according to protocol data understood by the automation and the communication function.
	All service primitives

	Quality class identifier
	Indicates the traffic class of the service flow.
	Control service requests and responses



 End of Change 6 



END OF PROPOSED CHANGES


