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1
Introduction

This summary reports on the normative specification progress accomplished during the course of the VRStream work item [1]. Primarily, the “Virtual Reality Profiles for Streaming Media” specification in TS.26.118 [2] was developed to support Virtual Reality (VR) in streaming applications. In addition, the media capabilities are enabled in Packet Switched Streaming (PSS) Services and Multimedia Broadcast Multicast Service (MBMS) by updates of the specifications TS 26.234 [3] and TS 26.346 [4], respectively.  The characterization results for audio media profile proponents are documented in TR 26.8xx [5].
2
Description

Based on the findings in TR 26.918 [6], the work item developed the first set of Virtual Reality Profiles for Streaming Media.  Virtual Reality (VR) is the ability to be virtually present in a space created by the rendering of natural and/or synthetic image and sound correlated by the movements of the immersed user allowing interacting with that world. Virtual reality typically assumes a user to wear a head mounted display (HMD), to completely replace the user's field of view with a simulated visual component, and to wear headphones, to provide the user with the accompanying audio. In the first set of technologies defined in TS26.118, VR users are expected to be able to look around from a single observation point in 3D space, also referred to as three degrees of freedom (3DoF). It allows the user to (i) tilt side to side (Rolling), (ii) tilt forward and backward (Pitching), and (iii) turning left and right (Yawing). The specification defines a 3GPP 3DOF reference and coordinate system as well as an end-to-end architecture. In the reference client, it is assumed that pose information, i.e. the position derived by the head tracking sensor expressed by (azimuth; elevation; tilt angle), is continuously available to the VR renderer in order to render the viewport. Based on the system model, video and audio technologies are defined including system technologies (DASH and file format), suitable codecs and rendering technologies. 

Specifically on video, three operation points (combination of elementary stream and rendering metadata) and three corresponding media profiles are defined, namely:

· Basic Video: Based on H.264/AVC High Profile Level 5.1 for mono only, single stream, and reuse of single stream DASH streaming. This profile addresses legacy service and devices. This profile allows reuse of existing file format and DASH implementations also for VR Streaming.
· Main Video: Based on H.265/HEVC High Profile Level 5.1 allowing mono and stereo, single stream, but either a single or multiple independent Adaptation Sets may be offered, such that a client can choose based on its current pose. This profile allows reuse of existing file format and DASH implementations also for VR Streaming.
· Advanced Video: based on H.265/HEVC High Profile Level 5.1, but in addition to the Main Video features, it permits to stream and combine multiple tiles at the receiver for improved quality.
For PSS, all three profiles are added, the first one is mandatory ( ‘shall’), the second one recommended (‘should’) and the third one allowed (‘may’). For MBMS, the first two profiles are added, the first one is mandatory ( ‘shall’), the second one is recommended ( ‘should’) and constrained to non-viewport adaptive streaming.
For audio, one solution was selected and is documented in TS 26.118, namely MPEG-H 3D Audio Baseline profile. This technology enables the distribution of channel, object and scene-based 3D audio. Additional interesting technologies enabling the distribution of channel, object and scene-based 3D audio were considered, and the characterization results of all proposed technologies are documented in TR 26.8xx [5].
In addition to media specific metadata, system metadata is added to TS26.118 to support rendering of 360 experiences on 2D screens, including the aspects of rendering without pose information. Basic requirements for a full audio-visual experience are documented under the umbrella of VR Presentations.

The completion of the work item provides a set of consistent technologies for Virtual Reality in Rel-15 for 5G Phase 1. It is providing a response to the demand identified during the successful joint 3GPP/VR-IF Workshop on Virtual Reality that took place in December 2017 [7], which was an integral part of the development of 3GPP Virtual Reality Profiles for Streaming Applications. 
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