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ANNEX 0
Acronyms and Abbreviations
	3GPP
	Third Generation Partnership Project

	ADC/DAC
	Analog-to-Digital Converter/Digital-to-Analog Converter

	AMC
	Adaptive Modulation/Coding

	AP
	Access Point

	AOA
	Angle of Arrival 

	AOD
	Angle of Departure 

	ART
	Above Roof Top

	BBIC
	Base Band Integrated Circuit

	BBU
	Base Band Unit

	BF
	Beam-Forming

	BLER
	Block Error Rate

	BS
	Base Station

	CEPD
	Canal Enregistré de Propagation

	CIR
	Channel Impulse Response

	CMOS
	Complementary Metal Oxide Semiconductor

	CTF
	Channel Transfer Function

	D-rays
	Quasi-Deterministic Rays

	D2D
	Device to Device

	DL
	Downlink

	EIRP
	Effective Isotropic Radiated Power

	F-ray
	Flashing Rays

	FDD
	Frequency Division Duplex

	FPGA
	Field-Programmable Gate Array

	FSPL
	Free Space Path Loss

	GaAs MMIC
	Gallium Arsenide Monolithic Microwave Integrated Circuit

	H-H
	Horizontal-to-Horizontal

	HARQ
	Hybrid Automatic Repeat Request

	HetNet
	Heterogeneous Network

	IF
	Inter-Frequency

	IMT
	International Mobile Telecommunications

	IRR
	Infrared Reflective Glass

	ISD
	Inter-Site Distance

	LDPC
	Low Density Parity Check

	LMDS
	Local Multipoint Distribution System

	LNA
	Low Noise Amplifier

	LOS
	Line-Of-Sight

	LSAS
	Large Scale Antenna Systems

	LTE
	Long Term Evolution

	MAA
	Modular Antenna Array

	MAC
	Medium Access Control

	MCS
	Modulation and Coding Scheme

	MED
	Maximum Excess Delay

	METIS
	Mobile and wireless communications Enablers for Twenty-twenty (2020) Information Society

	MGWS
	Multi-Gigabit Wireless Systems

	MIMO
	Multiple Input Multiple Output

	MiWEBA
	Millimetre-Wave Evolution for Backhaul and Access

	MMW
	Millimetric Wave (30-300 GHz)

	MS
	Mobile Station

	NLOS
	Non-Line-Of-Sight 

	OFDM
	Orthogonal Frequency Division Multiplexing

	PA
	Power Amplifier

	PAPR
	Peak-to-Average Power Ratio

	PDP
	Power Delay Profile

	PLE
	Path Loss Exponent

	Q-D
	Quasi-Deterministic

	QAM
	Quadrature amplitude modulation

	QPSK
	Quaternary Phase Shift Keying

	PHY
	Physical Layer

	R-rays
	Random Rays

	RF
	Radio Frequency

	RLAN
	Radio Local Area Network

	RMS
	Root Mean Squared 

	RFIC
	Radio Frequency Integrated Circuit

	RRU
	Remote Radio Unit 

	RSRP
	Reference Signal Received Power

	RX
	Receive or Receiver 

	SC
	Single Carrier

	SCM
	Spatial Channel Model

	SINR
	Signal-to-Interference-plus-Noise Ratio

	SNR
	Signal-to-Noise Ratio

	TDD
	Time Division Duplex

	TX
	Transmit or Transmitter 

	UE
	User Equipment

	VCO
	Voltage Controlled Oscillator

	VOIP
	Voice over Internet Protocol

	WiGig
	Wireless Gigabit Alliance

	XPR
	Cross-Polarization Ratio





ANNEX 1
Semiconductor technology status
A1.1	Introduction
Driven by unprecedented growth in the demand for mobile data, and with no signs of a slowdown, industry and academia alike are looking for solutions that go beyond what can be offered by finding spectrum fragments of 10 MHz here and there. In particular, there is interest in finding large contiguous chunks of spectrum providing wide bandwidths that can be used for addressing the traffic explosion problem in a more fundamental way. 
This in turn has spurred interest in investigating the suitability of utilizing a very wide continuous bandwidth in millimetric wave bands for mobile broadband access [1‑4].
Advances in semiconductor technology have made millimetric wavewireless systems feasible [5‑9].Commercial products in millimetric wave bands are now readily available. Notable examples are products in the 60 GHz Band (for Personal Area Networks (PAN) are available soon under the labels of WiGig [10][11]), products in the 28 and 38 GHz band (for wireless backhaul) as well as products in the E-Band (71-76, 81-86 GHz).
While the availability of large chunks of spectrum providing wide bandwidths, some of which are already available for mobile communication purposes in some countries, is very attractive an important question that needs to be addressed is “How far can the millimetric wave signals propagate in a mobile environment, particularly in non-line of sight (NLoS) conditions”. What is clear is that the transmission distance is directly affected by two factors – the power amplifier output and the radio propagation characteristics.
This annex provides semiconductor technology status for millimetric wavebands and channel measurement results in 28/38 GHz with an aim to show the feasibility of using the lower millimetric wave bands for IMT system. The extensive investigations (in the form of channel measurements and field-validation) and in-depth study results show that the millimetric wave frequencies can be used for IMT system even in dense urban NLoS environments.
A1.2	Semiconductor technology
Millimetric wave technologies have been developed in all areas including circuits, antennas and communication protocols, in order to exploit the large chunks of bandwidths in millimetric wave bands.
Gallium Arsenide (GaAs)Monolithic Microwave Integrated Circuit(MMIC) technologies are mature enough to have a dominant presence for power amplifiers (PAs), low noise amplifiers (LNAs), switches for digital attenuators and phase shifters, voltage controlled oscillators(VCOs) and passive components from a few GHz to 100GHz already.
At the same time, recent technologies of Silicon-based CMOS (Complementary Metal Oxide Semiconductor) processes are capable of implementing integration systems-in-package including mixers, LNAs, PAs, and inter-frequency (IF) amplifiers in millimetric wave bands, especially for 60 GHz commercialized products (with the label of WiGig). Cost effective implementations of CMOS nano-process under 100 nm have facilitated the utilization of 60 GHz spectrum bands. 


The Figure 1 shows the survey of output power for both MMIC-based PA and Silicon-based PA. PA output power level for the frequency range of 10 GHz to 100 GHz is relatively small compared to those for up to 10 GHz. However the effective isotropic radiated power (EIRP) can be boosted up with a beamforming technique that provides a high antenna gain by utilizing a large number of antenna elements. 
FIGURE 1
Left: Power MMIC Survey [9], Right: Silicon Power Amplifier Survey
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A key element of the future system solution relies upon the use of RFIC for bands above 6 GHz providing the core radio technology for the system. RFICs provide highly integrated solutions with benefits of reduced size, power consumption and cost. The RFIC semiconductor process needs to provide sufficient fidelity when operating in 60 GHz spectrum bands as discussed in [11], [12], [13].
The size of the array has a significant impact on the transmitter EIRP as well as receiver sensitivity and thus directly impacts the system link budget. Likewise, the size of the array, particularly the transmitter array, has a significant impact on the RFIC power consumption as well as cost. Device side applications will often be constrained for minimum power consumption, size and cost and will need small sized arrays while base station applications will need to utilize larger sized arrays to establish sufficient link gain. Scalable and adaptable solutions are likely to be needed, particularly during the early stages of this future system deployment.
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ANNEX 2
Measurement results in bands above 6 GHz
A2.1	Test results of prototype mobile system
Introduction
This annex introduces a prototype of millimeter wave mobile communication system and provides various test results. Results include three categories: First, the transmission range tests include LoS (Line‑of‑Sight) environments. Second, transmissions are made to a moving receiver with speed of 8 km/h in NLoS environments. Finally, two case studies for outdoor-to-indoor building penetration are investigated.
Overview of a millimetric wave prototype mobile system
The millimetric wave prototype mobile system was developed for mobile communications by using FPGA and analog RF components to transmit and receive signals and to perform real time processing.
The system operates at the frequency of 27.925 GHz with a bandwidth of 500 MHz, and a pencil beamforming technique is applied to both the BS and MS transceivers. Figure 1 shows the overall system configuration, which is composed of base station (BS), mobile station (MS), and DM (diagnostic monitor). The DM provides the status of RX signal processing, and selected beams at BS and MS are visualized in real time.
FIGURE 1
Overview of the prototype mobile system at 28GHz band

[image: 그림 1]

Figure 2 shows the key system parameters. Half power beam-width (HPBW) is 10 deg, and either 64 or 32 antenna elements are used to generate a beam. As for TX output power, 36 dBm is the maximum power after considering PAPR backoff, but some power margin was available for all test cases. OFDM using QPSK or 16-QAM modulation with LDPC channel coding was used. For system operation, fundamental functions like synchronization, beam searching, and channel estimation were implemented, and data transmission is performed using the remaining resources.
FIGURE 2
Key system parameters and values
[image: D:\My Folders on C\Documents\반디카메라\Cap 2014-12-11 10-09-54-218.jpg]

LoS range test results
The first question regarding millimetric wave signal transmission in outdoor environments would be “How far can the signal be transmitted inmillimetric wave bands?” In order to investigate this question, a range test has been performed in Samsung Campus in Suwon, Korea. The LoS environments which can be found in the Campus provide a maximum distance of 1.7 km. Figure 3 and Figure 4 show the scene of LoS environments in Suwon Campus from the satellite view and ground view. 
Please note that the BS is located on the rooftop of a4-story building and the mobile station (MS) is located on the road.
FIGURE 3
Ground view of LoS range test in Suwon Campus
[image: 그림 3]
For the given 1.7 km distance, a communication link between the BS and MS was verified with more than 10 dB TX power margin. The data rate of 264 Mbps using QPSK shows no block error rate and a data rate of 528 Mbps using 16-QAM shows 10-6 block error rate. The target error rate of the system link is usually 10% thanks to the HARQ operation. Taking account of these results and conditions, we expect the maximum range to be more than 2 km in LoS environments for the given system configurations.
FIGURE 4
Satellite view of LoS range test in Suwon Campus
[image: 그림 4]
NLoS mobility test results
Secondly, NLoS transmission has been investigated, combined with mobility tests. The BS is located on the 4-th floor rooftop of the building R2, and the MS is located on the road where there is no LoS between BS and MS. The BS transmits a signal toward the building R3, and this signal may reflect from the building and then arrive at the receiver. The distance in total from BS to MS is approximately 160 m. At the receiver side, the MS is not nomadic but moving with the speed of approximately 8~10 km/h.
In the conditions mentioned above, a data rate 528 Mbps (16-QAM) was verified with block error rate of no more than 0.5%. The data rate of 256 Mbps (QPSK) did not show any block errors. The best TX beam and RX beams have been tracked continuously during movement, and the necessary information was fed back to the BS. 
This TX-RX beam tracking made it possible for the MS to move without disconnect of transmission as long as the MS dwells in the BS service coverage. The mobility speed that is allowed in beamforming systems is tightly related to beamforming configurations and beam-tracking period. For example, if the beamwidth is getting narrower, the allowable speed to be supported would be getting slower if the beam-tracking period is retained. On the contrary, for the given beamwidth, making the beam tracking period shorter would support a higher speed of mobility.


FIGURE 5
View of NLoS environments for mobility test in Suwon Campus
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During the experiments, the best TX beam of BS is continuously searched by the MS and fed back to BS so that the BS can apply the TX beam for transmission.
[image: C:\SBwork\WP 5D\Auckland_21st_mtg\TEMPs_edited\LS_EOs\New folder\mmWave PoC Mobility.png]
Outdoor-to-indoor penetration test results
The final test was to investigate the system performance in outdoor-to-indoor penetration environments. Two case tests were conducted and the environments for the tests are shown in Figure 6 and Figure 7, respectively. 
In the first case, the BS is located at the rooftop of the 2nd floor of the building R1, and the MS is located at the 7th floor office inside the building R2. The distance between BS and MS is approximately 65 m. For the data rate of 256 Mbps (QPSK), a block error rate up to 0.6 % was obtained.
In the second case, the BS is located at the rooftop of the 4th floor of the building R2, and the MS is located at the 1st floor lobby inside the building R4. The distance between BS and MS is approximately 150 m. For the data rate of 256 Mbps (QPSK), a block error rate up to 0.3 % was obtained.
The BS had more than 10 dB TX power margin for both cases and the MS was located inside the building up to 15m away from the window; the environments inside the building were not necessarily LoS. 
FIGURE 6
View of building penetration environments – Case 1
[image: 그림 6]
FIGURE 7
View of building penetration environments – Case 2
[image: 그림 7]
Summary
A prototype millimetric wave system using pencil beamforming has been developed and various tests were conducted with real-time processing. Initially, the maximum range in LoS environments was provided as 1.7 km, but it is evident that using higher power will result in lengthened distances of more than 2 km. 
Mobility test results were also provided in NLoS environments. With a speed of the MS of around 8 km/h, it was verified that a stable communication link was maintained with a fast beam-tracking algorithm. Final results show that the signal is still pretty well received and some coverage for a communication link can be retained even inside a building with window glass. 
All test results point out the possibility of using millimetric wave frequency bands for IMT systems.
A2.2	Coverage test results
In this annex, a coverage map based on the prototype IMT system is provided to demonstrate the service availability in typical IMT environments, including LoS, NLoS and window penetration links.
The prototype IMT system used to carry out coverage tests included the following key system features:
–	Operating frequency:			27.925 GHz
–	Bandwidth:				500 MHz
–	Tx power:				31 dBm for case 1, 24 dBm for case 2
–	Half power beam width:		10 deg.
–	Duplexing:				TDD
–	Channel coding:			LDPC, 1/2
–	Modulation:				QPSK
–	Supported data rates:			264 Mbps.
Note that the Tx power used for tests is as more than ten times smaller than the conventional BS Tx power in urban environments, while the system bandwidth is more than 25 times wider. It is obvious that the same level of Tx power as conventional IMT systems will give enlarged service coverage.
Coverage test results
1)	Case 1: Outdoor environments
Firstly, coverage test results in outdoor environments are provided to demonstrate the service availability in Figure 1, which covers a typical urban outdoor environment including both LoS and NLoS links. The BS is located at the 4th floor rooftop and the MS is located on the roads along various streets. More specifically, the tests were performed at various sites surrounded by tall buildings where different channel propagation effects such as reflection, diffraction, or penetration are expected to occur, as shown in Figure2.
As can be seen from the test results in Figure 1, satisfactory communications links are maintained even in NLoS sites more than 200 meters away, which is mostly due to reflections off neighboring buildings(Locations 2, 4, 5, and 12).


On the other hand, there are NLoS locations where a proper link could not be established, i.e., coverage holes (Locations 1 and 13). These locations are expected to be covered well if the transmission power is increased up to the conventional level. Of course there are other solutions for coverage improvement techniques such as optimized cell deployment, intercell coordination, relays, or repeaters.
From Figure 3 to Figure 5, various views from the MS receiver toward the BS transmitter are provided. Not only LoS links like Figure 4, but also NLoS links like Figure 3 and Figure 5 satisfy the target error rate (block error rate (BLER) < 10%).
FIGURE 1
Outdoor coverage test results of bands above 6GHz beamforming prototype
[image: Fig1r1]
FIGURE 2
A view from the transmitter side
[image: Fig2r1]
FIGURE 3
A view from the receiver side toward the transmitter at location 4
[image: Fig3]
FIGURE 4
A view from the receiver side toward the transmitter at location 6
[image: Fig4]
FIGURE 5
A view from the receiver side toward the transmitter at location 21
[image: Fig5r1]
2)	Case 2: Window penetration environments
One of the important operation scenarios in practical cellular networks is communication between an outdoor BS and an indoor MS. The test scenario is shown in Figure 6 where the BS is located outdoor on the 4thfloor rooftop of a building, and the MS is located in the 1st lobby of another modern office building, which is 150 meters away from the BS. The building windows surrounding the MS have heavily tinted glass. These types of building windows present highly unfavorable propagation (penetration) conditions even for current cellular frequency bands below 6 GHz.
Considering very low Tx power (only 24 dBm), as can be seen in Figure 7, surprisingly amicable in-building coverage results were obtained, with only the totally obstructed, farthest side of the building resulting in lost connections. Therefore the spots showing block error rates around 10-50% can be easily improved just by having a BS equipped with the conventional Tx power. Furthermore there are many link quality enhancement techniques such as hybrid automatic repeat request (HARQ) and adaptive modulation/coding (AMC). Also, alternative ways can be considered to overcome coverage holes, such as repeaters and indoor femto cells, which are widely used in traditional cellular systems.
FIGURE 6
A satellite view for outdoor-to-indoor penetration test (left) and a view 
from the receiver side toward the transmitter (right)
[image: Fig6]
FIGURE 7
Outdoor-to-indoor penetration test results of bands above 6GHz beamforming prototype
[image: Fig7]
Summary
Coverage test results are provided for millimetric wave prototype IMT systems with a large system bandwidth in excess of 500 MHz at 28 GHz, and with tens of antennas placed in planar arrays at both of the communicating ends. The system incorporates a real-time baseband modem, full millimetric wave RF circuitry, and relevant software. This system successfully demonstrated that the millimetric wave frequency band is capable of supporting radii of a few hundred meters in typical urban environments.
A2.3	High mobility test results
In this annex, the mobility test result on the prototype system at 28 GHz is presented. It is very important to support users with high throughput in mobility because mobile services want to provide seamless connectivity even in moving scenario. To model a fast moving environment, the experiment was conducted in moving vehicle. In Figure 1, the mobile unit including RF unit and baseband model is shown equipped on the roof of the mini-van vehicle. The prototype system is designed with the following the key parameters:
–	Operating frequency:			27.925 GHz
–	Bandwidth:				800 MHz
–	Half power beam width (BS) :	10 deg.  
–	Half power beam width (MS) :	20 deg. (Azimuth) / 140 deg. (Elevation).
FIGURE 1
Mobile unit equipped on the roof of the mini-van
[image: D:\[01] Project_5G\mmWave_ITU_FCC\ITU_Draft\1412_실험사진\5G_Veh.jpg]

The test was conducted with the speed of a vehicle racing (more than 100 km/h) on a 4.35km professional outdoor race track in safe condition as shown in Figure 2. The base station is placed on the building in the track, and covers the area where the vehicle is moving with 110km/h speed. Figure 3 and Figure 4 show the views of the point at the base station and the point at the mobile station, respectively, while the experimental test performed. The vehicle moves fast along the track which is much curved.
FIGURE 2
A satellite view of the Eveland Speedway for mobility test
[image: D:\My Folders on C\Documents\반디카메라\Cap 2014-12-11 10-02-42-432.jpg]
FIGURE 3
View from the point at Base Station
[image: D:\My Folders on C\Documents\반디카메라\Cap 2014-12-11 10-03-37-477.jpg]
FIGURE 4
Mobile Unit on moving in Speedway track
[image: D:\[01] Project_5G\mmWave_ITU_FCC\ITU_Draft\1412_실험사진\DriveTest_red.jpg]
As the results shown in Figure 5, the peak data rate reached to 1.2 Gbps in the vehicle travelling over 112 km/h speed. The diagnostic monitor in Figure 5 shows the status of transmission including beam directions and the constellations of received data while the mobility test conducted. More details including the movie clip of the experiment test can be found at the link below: http://global.samsungtomorrow.com/samsung-electronics-sets-5g-speed-record-at-7-5gbps-over-30-times-faster-than-4g-lte .
FIGURE 5
Test results on data rate achieved 1.2 Gbps
[image: D:\My Folders on C\Documents\반디카메라\Cap 2014-12-11 10-06-56-562.jpg]

A2.5	Multi-user MIMO test results
As an extension of the point-to-point transmission, the multi-user transmission experiment was performed. The transmission test is designed that one base station supports two mobile stations at same time while stationary. As you can see in Figure 1 below, each link between base station and mobile station supports 2x2 MIMO achieving 3.77 Gbps throughput per user. The total transmission throughput from the base station point of view is achieved up to 7.552 Gbps in a stationary condition. 
FIGURE 1
A view for multiple user transmission experiment (left) and 
the result of diagnostic monitor on test achieving 7.552 Gbps (right)
[image: D:\My Folders on C\Documents\반디카메라\Cap 2014-12-11 10-15-11-371.jpg] 
A2.7	Test results in 70 GHz bands
The 70 GHz measurements were conducted in downtown New York City around the New York University (NYU) campus, which offers a very rich multipath environment. Measurements consisted of both backhaul-to-backhaul and base-station-to-mobile scenarios, with transmitter (TX) and receiver (RX) intersite distances between 30 and 200 meters. Two TX locations were on top of NYU Coles Sports Center at heights of 7 meters, two TX locations were on the 2nd floor balcony of the Kimmel Center at heights of 7 meters, a final TX location was on the 5th floor balcony of the Kaufman building at a height of 17 meters, and 27 RX locations were located in the surrounding campus at heights of 2 meters (mobile) and 4.06 meters (backhaul).  Figure 1shows the measurement locations.
A majority of the measurements were in non-line-of-sight (NLOS) conditions, as LOS conditions are less common in dense-urban environments. Also, RX locations were pseudo-randomly selected around campus based on AC outlet access and prior NYU Public Safety approval.
FIGURE 1
Map of TX and RX measurement locations around NYU campus
[image: ]

The TX and RX antennas used for the 70 GHz measurements were rotatable 27 dBi horn antennas with a 7° 3dB-beamwidth. For each TX-RX location scenario, the TX and RX antennas were mechanically steered in both the azimuth and elevation planes to exhaustively search for the strongest receive power angle combinations. For the strongest TX-RX angle combinations, the RX antenna was then incrementally swept in 8° increments in the azimuth plane for NLOS environments (10° increments for LOS) with the TX antenna fixed in both the azimuth and elevation plane. At each incremental step along the sweep in the azimuth plane, a power delay profile (PDP) was recorded at the receiver (PDPs were not recorded for angles which did not produce a detectable signal). Variations in the elevation plane for the TX and RX were also sampled for RX azimuthal sweeps; that is, the RX antenna elevation was fixed to +/- one beamwidth from the horizon in the elevation plane for two azimuth sweeps and the TX antenna elevation was fixed to +/- one beamwidth from the horizon in the elevation plane for two RX azimuth sweeps. This procedure resulted in five initial RX sweeps using a fixed TX orientation that provided the strongest initial received power. TX azimuth sweeps were then conducted with the RX antenna fixed in the two strongest azimuth and elevation angle settings, using the pointing angle combinations determined during the first five RX sweeps. 
Upon completion of the two TX azimuth sweeps, a different main angle of departure at the TX was selected to perform five more similar RX sweeps, resulting in 12 possible measurement sweeps per TX-RX combination. Measurements from RX sweeps are used to develop angle-of-arrival (AOA) statistics and models, and angle-of-departure (AOD) models can be generated from the TX sweeps. The NYU WIRELESS research team conducted measurements for 36 base station-to-mobile and 38 backhaul-to-backhaul combinations; however, there were outages at various locations for each scenario.
The measurements at 70 GHz show very comparable path loss behavior for the base-station-to-mobile scenarios measured at 28 and 38 GHz [1][2][3], thus indicating that propagation in many different bands above 20 GHz will be quite comparable and quite viable with directional, high-gain antennas used at both the mobile device and base station.
In the first step, omnidirectional large-scale path loss models at 70 GHz for backhaul and mobile access in an urban environment were studied. These new omnidirectional path loss models are suitable for use by standards bodies and academicians who may wish to study arbitrary antenna patterns or MIMO approaches. The omnidirectional path loss models were developed by considering the measured PDPs at every individual pointing angle for each TX and RX location, and integrating each of the PDPs to obtain received power as a function of pointing angle, and then subtracting the TX and RX antenna gains from every individual power measurement. All of the received powers at unique pointing angles (taking care not to double-count for replicated antenna pointing angles) were summed to obtain the omnidirectional path loss models given here. Results of the 70 GHz omnidirectional measurements from New York City are shown in Figure 5, where best-fit path loss exponents (PLEs) are shown for omnidirectional backhaul-to-backhaul and omnidirectional base-station-to-mobile access scenarios, respectively. Path loss and shadow factors (i.e., the standard deviation about the distance-dependent mean path loss model) were computed for both LOS and NLOS measurements for each scenario. Two path loss models are considered: the first model, the free-space path loss (FSPL) reference distance model, provides a path loss exponent which has physical relevance since the path loss is tied to the FSPL at a specific close-in reference distance (1 m is convenient and practical at millimetric wave frequencies). In equation form, this path loss is given by:

	[image: ],
	(1)


where do is the reference distance (1 m in this paper),  is the wavelength, n is the path loss exponent, d is the distance between TX and RX in m, and X is the shadow fading term which is a zero-mean Gaussian variable with a given standard deviation (i.e., the shadow fading) in dB. 
For the large-scale propagation model in (1), the path loss exponent and shadow fading standard deviation are chosen to give the best fit to the data. The second path loss equation considered is the traditional one used in industry (e.g., by 3GPP) referred to as an alpha plus beta model. This model has the following form:

	[image: ],
	(2)


where  and  are determined with a least-squares fit to the measured data and X is the shadow fading term. Note that this path loss formula is limited to only the range of distances measured in the field [6]. 
In (2), cannot be considered to be a true path loss exponent because it is floating and is only chosen to optimize the fit to the data along with the y-intercept, . Also, since the path loss formula in (2) is only valid over the range for which the measurements were taken, it is inaccurate and often misleading for distances where the physical model of (1) will still hold [4][6]. The advantage of the alpha plus beta model is that it minimizes the standard deviation (minimizes the mean square error fit to data) with an improvement of about 0.5 to 1 dB to a FSPL model, but the disadvantage is that there is no physical basis for the model and it does not fit real world data well beyond the specific range of data for which it is created.
Figure 2 and Figure 3show that the measured omnidirectional LOS path loss is very close to the free-space path loss with an exponent of 2 in both the backhaul and access (base-to-mobile) cases. Also shown is how the alpha plus beta model compares to the FSPL reference distance model. Over the range of distances of the measured data (30 to 200 m in [4][5]), both models produce similar path loss values, but outside of that range the two models would deviate quite significantly. Table 1summarizes the results found for the omnidirectional 1 m FSPL reference distance model for the case of both backhaul-to-backhaul and base-station-to-mobile, and Table 1 summarizes the path loss models for the alpha plus beta model. These results show that the omnidirectional NLOS PLEs for the backhaul-to-backhaul and base-station-to-mobile scenarios are comparable to one another, and are also quite comparable to urban path loss observed at 28 GHz[4][5].
FIGURE 2
Measured omnidirectional antenna path loss computed relative to 1m free-space path loss for 70 GHz
[image: ]
FIGURE 3
Measured omnidirectional antenna path loss computed relative to 1m free-space path loss for 70 GHz base-station-to-mobile access (TX height was 17m and 7m and the RX height was 2 m)
[image: ]
These recent 70 GHz measurements in New York City show that the propagation channel is rich in multipath, both in terms of time delays and angular arrivals. This diversity provides ample signal paths that will be exploited to provide multi-Gigabit per second data transmissions in the vast millimetric wave spectrum bands. Figure 4 shows typical measured PDPs that have a large number of strong multipath components when using highly directional antennas at the TX and RX. Figure 5 compares the angles of arrival at 28 and 70 GHz, and shows that distinctive lobes of energy arrive in a similar manner at a wide array of different angles in both LOS and NLOS environments. Figure 5 suggests that multipath “lobes” may be used to statistically describe the arrival of energy when using directional antennas, where the lobe size may be a function of the particular antenna gain used at the receiver.
Table 1 shows the path loss exponents (relative to a free-space reference distance of 1m) and shadow factors for the FSPL reference distance model for New York City at 70 GHz with TX heights of 17m and 7m and backhaul-to-backhaul RX heights of 4.06m, and base-station‑to‑mobile scenarios with RX heights of 2m. PLEs and shadow factors are shown for omnidirectional antennas at the RX and TX.

TABLE 1
Path loss exponents (relative to a free-space reference distance of 1m) and shadow factors for the FSPL reference distance model for New York City at 70 GHz

	
	70 GHz Backhaul-to-Backhaul
	70 GHz Base Station-to-Mobile

	
	PLE
	SF (dB)
	PLE
	SF (dB)

	LOS
	1.95
	3.78
	2.09
	5.01

	NLOS
	3.46
	8.02
	3.34
	7.63



Table 2 shows alpha, beta, and shadow factors for the alpha plus beta model for New York City at 70 GHz with TX heights of 17m and 7m with backhaul-to-backhaul RX heights of 4.06m, and base‑station-to-mobile scenarios with RX heights of 2m. PLEs and shadow factors are shown for omnidirectional antennas at the RX and TX. Also shown is a hybrid model from that combines the powers at each RX location for both mobile and backhaul heights.
TABLE 2
Alpha, beta, and shadow factors for the alpha plus beta model for New York City at 70 GHz

	
	70 GHz Backhaul-to-Backhaul
	70 GHz Base Station-to-Mobile

	
	
	
	SF (dB)
	
	
	SF (dB)

	NLOS
	84.73
	2.73
	7.94
	82.70
	2.69
	7.55

	NLOS Hybrid [14]
	86.6
	2.69
	8.0
	86.6
	2.69
	8.0


FIGURE 4
Two PDPs measured in nearly identical locations in New York City (one year apart) 
at 28 GHz (left) and 70 GHz (right).
[image: ]

FIGURE 5
Two polar plots measured at similar locations at 28 GHz and 70 GHz (one year apart).
[bookmark: _GoBack][image: ]
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ANNEX 3
Simulation results above 6 GHz

A3.1	Simulations at 10 GHz, 30 GHz, and 60 GHz	
A3.1.1	Introduction
This annex contains evaluations of the performance of outdoor-deployed small cells used for covering a single building indoors(i.e., base station(s) located outdoors to serve indoor users) at frequencies above 6 GHz. Simulations have been performed for a range of frequencies up to 60 GHz, and results are presented in terms of propagation gain maps as well as user throughput. The specific frequencies used in the simulations (10 GHz, 30 GHz, and 60 GHz) are selected as examples to illustrate the general trends of how coverage varies across the frequency range. 
The outline of the Annex is as follows: Section A3.1.2 introduces the channel model used, Section A3.1.3 gives a description of the scenario and the simulation setup, Section A3.1.4 presents the simulation results, and finally, conclusions are given in Section A3.1.5.
A3.1.2	Propagation models 
The channel models used in this Report are based on Refs. [1]–[8]. The basis is the site-specific propagation model [1], where line-of-sight (LOS) propagation is based on Eq. (3) of [8] and non-LOS (NLOS) propagation is based on the model in Reference[1]. This model has been further updated to include frequency-dependent building-penetration and indoor wall-loss models presented in the following subsections.
Building penetration loss
The building penetration loss is calculated based on the assumed material percentages for different building types:(A) the “old building” assumption corresponds to a composite model with 30% standard glass and 70% concrete wall, and (B) the “new building” composite model corresponds to 70% Infrared Reflective Glass (IRR) glass and 30% concrete wall. 
The total loss through the standard glass and the coated (IRR) glass windows is estimated according to the equations
	[bookmark: _Ref388010505] ,
	A3–1

	
	A3–2


and the concrete wall loss is calculated based on
	,
	A3–3


whereis the frequency in GHz.
The overall building penetration loss is then obtained based on a weighted average (with gains in linear scale) according to the percentage of glass and concrete for the respective building type. The resulting models are illustrated in Figure A3–1.

There are several factors motivating the averaging over different wall materials: 
•	The DL beams in this study are wide enough to cover multiple windows and concrete wall sections of the targeted building. 
•	The terminals have wide receiving beams (omnidirectional in this study), resulting in even further averaging
•	Scattering at window frames will distribute substantial power also to terminals behind wall sections with large penetration loss. 
•	Since the building in the present study is quite large (deep), many terminals (not least those in the worst percentiles) will only receive signals that have been scattered one or more times against indoor walls or floors. Indoor penetration is further discussed under the header “Analysis of the different indoor models” below.
It should also be noted that the channel model used includes a statistical distribution of the shadow fading to account for remaining variations in path loss.
FIGURE A3–1
Building penetration loss – combined models
[image: ]

In addition to the loss illustrated above, an angular wall loss model is available to account for the additional loss that can be experienced depending on the incident angle according to [1]
	,
	A3–4


where is in radians and is fixed to ???? for NLOS propagation.
Indoor wall loss
The indoor environment is assumed to be open, with standard glass, alternatively plaster, indoor walls. The loss model per wall is calculated as a function of the carrier frequency, with an average wall distance of 4 m. The approach is similar to [9], but instead of the [image: ]distance dependence with an empirical frequency dependence for N, the model [image: ]is used, where [image: ]is derived from physical considerations of the impact of interior walls, and calibrated against measurements. Two indoor loss models are considered, model 1 and model 2.
Model 1 assumes a wall loss equal to that of a single standard glass layer,
	
	A3–5


where is the frequency in GHz.
Indoor loss model 2 is based on measurements in [2]. The indoor wall loss is estimated as
	
	A3–6


where is again the frequency in GHz.
Analysis of the different indoor models
Indoor wall-loss model 1 (Equation A3–5) may tend to underestimate the indoor loss at high frequencies, as well as the loss corresponding to the first X meters inside the building. For instance, it can be observed from the measurements performed in [2] that after passing the first Xmeters inside the building, the signal tends to find a relatively better path to the receiver (e.g., through open doors, corridors, etc.) than in the case of a receiver standing right behind the exterior wall (or within the first X meters).
On the other hand, model 2 (Equation A3–6), might be pessimistic as we interpolate the dB/m indoor loss to provide an estimated loss deep inside a large building, especially as the measurements in [2] provide an indication of the indoor loss for up to 10 m.
As will be shown in the simulations in sectionA3.1.4, the assumptions for the indoor loss model will have a significant impact on the results. Thus, both models are considered in this study, which in turn provides an insight into the sensitivity of the results towards the assumptions made on indoor loss models. Figure A3–2 illustrates the two different models.
It should be noted that inner walls may be the glass/plasterboard ones that we consider, but also the thick concrete load-bearing ones, which have a loss in the order of an outer wall. The latter case would result in a totally different indoor loss pattern. In addition, other obstructions such as metal white boards could be mounted on the walls causing a higher loss.
FIGURE A3–2
Indoor loss models for different frequencies
[image: ]
A3.1.3	Scenario
A single building deployment is considered in this study in order to give an indication of the deployment density that is needed to be able to provide indoor coverage in the entire building, given a minimum achievable bit rate threshold.
As depicted in Figure A3–3, an outdoor-deployed base station is placed at a certain height and distance from the targeted building, which may correspond to the case where a base station is mounted on the exterior wall of another building. 
The main deployment and simulation parameters are available in Table A3–1.
FIGURE A3–3
Single building deployment
[image: ]


TABLE A3–1
Deployment and simulation parameters
	Deployment/simulation parameters
	Parameter value

	Number of buildings
	1

	Building height [m]
	63

	Number of floors 
	21

	Number of base stations
	1

	Distance between BS and building [m]
	35

	BS height [m]
	31.5

	BS output power [dBm]
	33

	BS antenna
	Wall-mounted HV antennas (Hv1, Hv2)[footnoteRef:1] [1: 	The HV antenna model uses Gaussian-shaped main lobe and flat side lobes, with the principal axes of the (elliptical) Gaussian in the horizontal and vertical directions.] 


	BS antenna gain [dBi]
	8 (Hv1) and 16.3 (Hv2)

	BS antenna horizontal beam width [deg]
	60 (Hv1 and Hv2)

	BS antenna vertical beam width [deg]
	84 (Hv1) and 33.4 (Hv2)

	UE antenna
	Omni-directional

	Carrier frequencies [GHz]
	10, 30, 60

	System bandwidth
	100 MHz

	Total system offered load [Mbit/s]
	Selected from set [0.625 1.25 2.5 3.75 7.5] (see “User throughput” under Section A3.1.4)


A3.1.4	Simulation results
Results based on simulations in a static system level simulator are presented in terms of propagation gain (under the header “Indoor gain maps”) and throughput (under the header “User throughput”).
Indoor gain maps
1	Building type A (old building)
Figures A3–4, A3–5, and A3–6 illustrate the gain map in the target building at 10, 30, and 60 GHz, respectively, using antenna Hv1. Building size scales are in meters. It can be noticed that the different indoor models have a significant impact on the coverage and on the achievable bit rate levels, especially as the user moves deep inside the building. This observation becomes more and more crucial as we increase the carrier frequency since covering the building may already be challenging even with an optimistic indoor loss model.
The average indoor loss at 10, 30 and 60 GHz can be extracted from Figure A3–2 and is respectively 0.5, 1, and 1.75 dB/m in case of indoor model 1, whereas the corresponding loss values in case of indoor model 2 are 0.9, 1.9 and 3.4 dB/m, which explains the challenges in providing coverage as the indoor distance increases (i.e. up to 40 m in this case). 
FIGURE A3–4
Gain map for building type A at 10 GHz with indoor model 1 (left) and model 2 (right), Hv1
[image: ][image: ]
FIGURE A3–5
Gain map for building type A at 30 GHz with indoor model 1 (left) and model 2 (right), Hv1
[image: ][image: ]
FIGURE A3–6
Gain map for building type A at 60 GHz with indoor model 1 (left) and model 2 (right), Hv1
[image: ][image: ]

2	Building type B (new building)
Gain maps for building type B are presented in Figures A3–7, A3–8, and A3–9.
FIGURE A3–7
Gain map for building type B at 10 GHz with indoor model 1 (left) and model 2 (right), Hv1
[image: ][image: ]
FIGURE A3–8
Gain map for building type B at 30 GHz with indoor model 1 (left) and model 2 (right), Hv1
[image: ][image: ]
FIGURE A3–9
Gain map building type B at 60 GHz with indoor model 1 (left) and indoor model 2 (right), Hv1
[image: ][image: ]
User throughput
In this section, performance results are presented in terms of downlink (DL) user throughput. The throughput is calculated from path loss based on throughput-versus-SINR curves obtained in a detailed link-level simulator. 
As we are primarily interested in coverage, the focus has been on simulating lowest-load case (0.625 Mbits/s, cf. Table A3–1). However, in the less challenging case of building type A, also four higher loads (i.e. in total all five loads from Table A3–1) are considered in order to get insight into the achievable capacity.  The higher-gain antenna Hv2 is used in all cases unless Hv1 is explicitly stated in figure caption. 
1	Building type A
1.1	10 GHz carrier frequency
Figure A3–10shows that DL user throughput with indoor model 1. The five squares represent the building as seen from above for five different load cases according to Table A3–1. The colours of the dots in each square (in this as well as in subsequent figures) indicate the achievable throughput in the corresponding part of the building, according to the colour scale to the right in the figure. As can be seen, the top floor is all green in Figure A3–10, indicating full coverage for at least 100 Mbits/s. The same holds also for all lower floors in this case (not visible in the figure).
In this simulation the total system offered load is less than the full system capacity. Most of the time there is no traffic in the system, but when there is the data to be sent is consistently delivered with a rate exceeding 100 Mbit/s.  The system simulations need to operate in < 100% capacity to avoid queue build-up.
Indoor model 2 makes reaching high data rates more challenging, but as can be seen from 
Figure A3–11, with the considered output power (33 dBm) and bandwidth (100 MHz), a user throughput above 100 Mbits/s can still be reached.
FIGURE A3–10
DL user throughput for building type A at 10GHz for different loads, indoor model 1, Hv1
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FIGURE A3–11
DL user throughput for building type A at 10GHz for different loads, indoor model 2
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1.2	30 GHz carrier frequency
Results with indoor models 1 and 2 are shown in Figure A3–12. The colour scale in these and all subsequent figures is the same as in Figures A3–10 and A3–11. The results with model 1 (left panel) indicate that more base stations may be needed to be able to reach the desired user throughput especially in the other side of the building. With indoor model 2 (right panel), high user throughput becomes even more difficult to reach as the indoor distance increases; however, covering the entire building may still be manageable with a reasonable number of base stations.
FIGURE A3–12
DL user throughput for building type A at 30GHz for different loads, indoor models 1 (left) and 2 (right)
See Figure A3–11 for colour scale
[image: ][image: ]

1.3	60 GHz carrier frequency
At 60 GHz both outdoor-to-indoor penetration loss and indoor propagation loss become too high to be overcome using reasonable assumptions on output power, bandwidth, and antenna gain. As can be seen for indoor model 1 (left panel of Figure A3–13), a high deployment density is required at such high frequencies.
The same observation can be made for indoor model 2 (right panel of Figure A3–13). In addition, it can be noticed that higher antenna gain than what is considered in this study would be needed in order to achieve 10 Mbits/s user throughput in the entire building.
FIGURE A3–13
DL user throughput for building type A at 60 GHz for different loads, indoor models 1 (left) and 2 (right)
See Figure A3–11 for colour scale
[image: ][image: ]

2	Building type B
For building type B, with its larger indoor-to-outdoor penetration loss, only the lowest load (0.625 Mbit/s) has been simulated.
2.1	10 GHz carrier frequency
For building type B and at 10 GHz carrier frequency, the outdoor-to-indoor penetration loss is ~18 dB higher in average compared to that of building type A. As a result, user throughput higher than 100 Mbit/s cannot be guaranteed in the entire building, in contrast to the case of building type A. 
On the other hand, the left panel of Figure A3–14 (top view of building) shows good coverage using indoor model 1 with at least 10 Mbit/s user throughput (and in most parts of the building even >100 Mbit/s) . In case indoor model 2 is considered, a slightly denser deployment would be needed to provide a similar coverage, as can be seen in the right panel of panel of Figure A3–14.
FIGURE A3–14
DL user throughput for building type B at 10GHz, indoor model 1 (left) and indoor model 2 (right)
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2.2	30 GHz carrier frequency
Outdoor-to-indoor penetration loss at this carrier frequency is ~20 dB higher in average than the corresponding value for building type A, which makes the overall coverage worse than that of building type A at 60 GHz. Hence, even with indoor model 1, there might be a need for a quite dense deployment of small base stations with a relatively high power, large bandwidth allocation, and high antenna gain, which can be noted in the left panel of Figure A3–15 (using the same colour scale as in Figure A3–14).Similar conclusion holds for the case with indoor model 2 as shown in the right panel of Figure A3–15.
FIGURE A3–15
DL user throughput for building type Bat 30 GHz, indoor model 1 (left) and indoor model 2 (right)
See Figure A3–14 for colour scale
[image: ][image: ]

2.3	60 GHz carrier frequency
Around 23 dB higher building penetration loss should be accounted for in this case compared to building type A, mainly because of the high loss caused by IRR glass. As a result, covering this type of buildings at such high frequencies and with an outdoor deployment of the small bases stations is really difficult, if not impossible, which can be seen in Figure A3–16.
For instance, even with highly directive antennas where narrow beams penetrate the building through the window, this would still be extremely challenging since the IRR glass loss is comparable of that of the concrete wall (i.e. ~40 dB).
FIGURE A3–16
DL user throughput for building type Bat 60 GHz, indoor model 1 (left) and indoor model 2 (right). 
See Figure A3–14 for colour scale
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A3.1.5	Conclusions
The indoor DL coverage at a range of frequencies above 6 GHz (up to 60 GHz) has been analysed in the context of a single-building scenario with an outdoor-deployed base station and low load conditions. The specific frequencies used in the simulations (10 GHz, 30 GHz, and 60 GHz) are arbitrarily selected and intended as examples to illustrate the general trends of how coverage varies across the frequency range. Table A3–2 summarizes the presented results for the different building types, indoor models, and operating frequencies.[footnoteRef:2]  In the cases where 1 BS was not enough to reach 100 Mbit/s, rough estimates of how many BSs would at least have been needed to reach 10 Mbps are given. [2: 	It should be noted that the allowed EIRP puts a limit on the maximum antenna gain that can be assumed. For instance, if an output power of 33 dBm is to be considered, the allowed additional gain from the antenna is in the order of 27 dB for narrow street.] 

A main observation, also subject to the assumptions made on propagation, antenna pattern and bandwidth size, is that outdoor-to-indoor coverage with DL user throughput higher than 10 Mbit/s, and in certain cases higher than 100 Mbits/s, is possible at 10 GHz and above. The case with carrier frequencies up to 30 GHz is more challenging but still manageable, whereas providing outdoor to indoor coverage at 60 GHz may be quite difficult for some building types. It has also been seen that the use of high gain antennas is crucial at high frequencies (30 GHz and above).
In addition, it has been shown that the required site count per building, in other words the deployment density, depends on the type of the building (i.e., exterior wall material, interior layout and wall material, building size, etc.).
TABLE A3–2
Summary of simulation results
	
	Building A
	Building B

	
	Indoor Model 1
	Indoor Model 2
	Indoor Model 1
	Indoor Model 2

	10 GHz
	1 BS 
>100 Mbit/s
	1 BS 
>100 Mbit/s
	>1 BS 
>10 Mbit/s
	>2 BSs
>10 Mbit/s

	30 GHz
	>1 BS 
>10 Mbit/s
	>2 BSs
>10 Mbit/s
	>6 BSs
>10 Mbit/s
	>6 BSs
>10 Mbit/s

	60 GHz
	>6 BSs
>10 Mbit/s
	>6 BSs
>10 Mbit/s
	>10 Mbit/s: Not achievable even with narrow beam entering through the window as the IRR glass loss is comparable to that of the concrete wall (~40 dB)
	>10 Mbit/s: Not achievable even with narrow beam entering through the window as the IRR glass loss is comparable to that of the concrete wall (~40 dB)
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A3.2	System simulations at 72 GHz – Example 1
Details of system-level simulations for outdoor local area access systems employing very high frequencies are presented in [3]. LOS blocking probability models were developed from a 
ray-tracing environment which can be used to add more realism to system-level simulations. System-level simulation results were presented using a newly developed very high frequencies channel model. The full details of the channel can be found in [2].In the simulation setup, a low-latency dynamic TDD, device-to-device and self-backhauling compatible frame structure shown in Figure XY was assumed, where a 20 ms super frame is broken into 500 sec subframes, which in turn contain 10 slots of length 50 sec.
FIGURE XY
An example of a dynamic TDD compatible frame structure assumed in the simulation
[image: ]

At very high frequencies objects such as vehicles, trees, and people, will block the LOS signal from the radio node to the mobile if they are between the radio node and mobile. This blockage was modeled in [3] to reasonably assess the capacity gains as well as outage probabilities. Figure XX shows one block of the simulated environment which includes cars, trucks, sport-utility vehicles (SUVs), trees, people, and radio nodes. One hundred users are dropped along 3 m wide sidewalks which are on both the north and south sides of the street and the users are assumed to be walking east or west (randomly determined). The users hold the mobile 0.4 m in front of them and 1.5 m above the ground at shoulder height. The user is modeled as a 1.5 m high and 0.5 m wide cylinder topped with a head which is a 0.3 m high and 0.3 m wide cylinder.


FIGURE XX
Example ray-tracing environment for determining LOS probability.
Green dots are users, cyan circles are trees, blue x’s are radio nodes, magenta rectangles are cars, 
blue rectangles are SUVs, and black rectangles are trucks
[image: ]

Four different radio nodes layouts are considered as shown in Figure YY and Figure ZZ where all radio nodes are 5 m above the ground.  In all cases the radio nodes have four sectors pointing north, east, south, and west. In layout A, there are radio nodes located at the southeast building corner in every intersection. Layout B has the same radio nodes locations as layout A but with an additional radio node in each intersection located at the northwest building corner in an intersection. 
The additional radio nodes give a second chance for a user to have a LOS link if the user is blocked to one of the radio nodes. In layout C an additional set of radio nodes over layout A are added in the middle of the blocks of the north-south running streets. In layout D, an additional set of radio nodes over layout C are added in the middle of the blocks of the east-west running streets. The radio nodes density is 75/km2 for layout A, 150/km2 for layouts B and C, and 187/km2 for layout D.
FIGURE YY
Radio node layouts A with a density of 75/km2 (left) and B with a density of 150/km2 (right).
Radio nodes locations are marked with an x and the red area demarcates the data collection area.
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FIGURE ZZ
Radio nodes layouts C with a density of 150/km2 (left) and D with a density of 187/km2 (right).
Radio nodes locations are marked with an x and the red area demarcates the data collection area.
[image: ][image: ][image: ]

The general system-level parameters are given in Table YY.
TABLE YY 
System simulation parameters
	Parameter
	Value

	Carrier frequency
	72 GHz

	Bandwidth
	2.0 GHz

	Traffic type
	Full buffer

	Radio node array
	4 sectors, each sector has two 4x4 RF arrays
(one vertically polarized, one horizontally polarized) with 0.5 spacing in both dimensions

	Mobile antennas
	2 omni-directional antennas, one with vertical polarization, one with horizontal polarization

	Radio Node Tx power
	30.8 dBm/sector (split between the two arrays in each sector)

	Maximum rank
	2 (single-user MIMO only)

	Beamforming
	Eigen beamforming using the uplink signal to point Radio Node RF beams

	Modulation levels
	LTE MCS levels

	Channel estimation
	Ideal

	Scheduler
	Proportional fair

	HARQ
	None, but retransmissions are allowed



The overall system-level results including average user throughput, cell-edge throughput (i.e., the 5% throughput point), and outage probability (as determined as the percent of users which do not obtain 100 Mbps) is shown in Table ZZ.
TABLE ZZ.
Summary of system-level results
	Layout
	Radio Node density
	Average user Throughput
	Cell edge Throughput
	Outage Probability

	A (no foliage)
	75/km2
	2.10 Gbps
	18.3 Mbps
	6.6%

	B (no foliage)
	150/km2
	3.80 Gbps
	456 Mbps
	1.0%

	C (no foliage)
	150/km2
	3.93 Gbps
	375 Mbps
	1.75%

	D (no foliage)
	187/km2
	4.82 Gbps
	707 Mbps
	0.33%

	A (foliage)
	75/km2
	2.07 Gbps
	0 Mbps
	16.4%

	B (foliage)
	150/km2
	4.06 Gbps
	222 Mbps
	3.2%

	C (foliage)
	150/km2
	4.15 Gbps
	173 Mbps
	4.4%

	D (foliage)
	187/km2
	5.12 Gbps
	552 Mbps
	1.0%



As can be seen, very high average user throughputs of between 2.07 Gbps to 5.12 Gbps are obtained in all layouts. The cell-edge throughput of layout A is 18.3 Mbps without foliage and 0 Mbps with foliage due to coverage holes deriving from inadequate radio node density, but when the radio node density is increased as in layouts B-D then the cell-edge throughputs are an impressive 
173 to 707 Mbps.  
The system simulation results show that low outage probability is possible with a high enough radio nodes density and that average mobile throughputs of up to 5.12 Gbps and cell edge rates of up to 707 Mbps are possible.  Also the results showed the impact of foliage on the system capacity where foliage helps average user throughput by decreasing the interference seen by strong links but hurts cell-edge throughput and coverage by creating more NLOS links.
[1]	A. Ghosh, et al., "Millimeter wave enhanced local area systems: A high data rate approach for future wireless networks," IEEE Journal on Selected Areas in Communications, vol. 32, no. 6, pp. 1152-1163, June, 2014.
[2]	T. A. Thomas, et al., "3D mmWave Channel Model Proposal," in Proc. IEEE VTC-Fall/2014, Vancouver, Canada, September 14-17, 2014.
[3]	Timothy A. Thomas, Frederick W. Vook, “System Level Modeling and Performance of an Outdoor mmWave Local Area Access System”, IEEE PIMRC 2014, Washington, DC, USA, September 2-5, 2014
A3.3	System simulation results on72 GHz – Example 2
A3.3.1	Introduction
This annex contains evaluations of the performance of outdoor-deployed millimetric wave cells with different distributions at 72 GHz. Simulations have been performed and results are presented in terms of the propagation models at 72 GHz and the pre-defined beam patterns. 
The outline of the Annex is as follows: Section A3.3.2 introduces the channel model used, Section A3.3.3 gives a description of the scenario and the system parameters, Section A3.3.4 presents the simulation results, and finally, conclusions are given in Section A3.3.5.
A3.3.2	Propagation models
In order to simulate a heterogeneous structure as detailed in Section A3.3.3, the pathloss model for 72 GHz used in this Report is based on A4.1.
The fast fading model for 72GHz band used in this Report is the double-directional geometry-based stochastic model, which has been officially used for IMT-Advanced Self Evaluation Report [1], and this model is a system level model in the sense that is employed e.g., in the spatial channel model (SCM). The channel model parameters of urban micro cell scenario in ITU-R M.2135 are chosen for the evaluations in this Report. For detailed parameters, refer to section 1.3.2 in‎ ITU-R M.2135.
A3.3.3	Simulation Scenario and system parameters
In this Report, the capacity performance of outdoor-deployed millimetric wave cells is studied via system level simulations. A HetNet configuration is considered, where the macro cells are operating at 2 GHz band and pico millimetric wavecells operating at 72 GHz band. Macro stations are deployed to ensure network coverage, while pico stations are dedicated to high-data-rate communications at close distances between pico cells and UEs. The simulations are performed in the typical 3GPP HetNet scenarios. The system configuration largely follows the system simulation methodology in [2] at 2GHz band and some new features, in particular the 72 GHz pathloss characteristics and high antenna beamforming gain capabilities, are introduced formillimetric wavecommunications. 
FIGURE A3.3-1
Simulation scenario
[image: ]

In the simulation scenario, macro sites with intersite distance of 500m are deployed and millimetric wavepico stations are uniformly distributed within each macro cell with minimum intersite distance of 90m. Each macro station adopts 3 macro cells and each pico station adopts 6 pico cells. A one-tier wrap-around model is used for the network layout in the simulation where total 147 macro cells exist. Three cases with 1, 2 and 3 pico stations dropped uniformly within each macro cell are simulated. On average 20 UEs are randomly distributed within one pico cell with the minimum distance of 5m between pico station and UE. All UEs are considered to be the outdoor UEs. 
The RSRP-based criterion is used for UE cell selection. According to the RSRP received from macro cells and pico cells, the cell with the maximum RSRP is selected as the UE serving cell. 
Directional antennas with high beamforming gains are a beneficial feature for millimetric wave communications. In our simulations, there are 32x32 antenna elements mounted on a 10cmx10cm plate for one pico cell, and the maximum beam gain is 34 dBi with about 4º beamwidth on both horizon and elevation planes. On UEs, for 72 GHz operation, uniform linear array of 64 antenna elements are mounted, and the maximum beam gain is 21 dBi. Considering the minimum distance between a pico station and UE and the minimum intersite distance of pico stations, the maximum elevation angle of the pico cell antenna is about 50º. Thus the 3D space covered by one pico cell can be separated into 195 beams. The 195 beam patterns are produced beforehand as a table list for system-level simulator to look up. 
More simulation parameters for pico cells are available in Table A3.3–1.
TABLE A3.3–1
Simulation parameters
	Parameters
	Value

	Carrier frequencies
	72GHz

	Downlink bandwidth
	2.5GHz

	ISD of pico stations
	90m

	Pico cells per pico station
	6

	Pico stations per macro cell
	1,2,3

	Height of pico station
	10m

	Height of UE
	1.5m

	Max. pico Tx power
	22dBm

	Pico antenna config.
	32x32

	Channels per pico cell
	4

	UE antenna config.
	1x64

	Noise figure
	11dB 

	Thermal noise level
	-174dBm/Hz

	UE mobility speed
	3km/h

	Number of UEs per pico cell
	20

	Traffic model
	Full buffer

	Scheduling
	Proportional fairness


A3.3.4	Simulation results
The system-level simulations are carried out for the 72GHz band and the corresponding results are shown in Figure A3.3-2 and Table 3.3-2. The detailed system parameters have been listed in Table A3.3-1. In Figure A3.3-2, “pico/cell” refers to the number of pico stations dropped per macro cell. In HetNet deployment, the proportion of UEs communicating with pico stations is also an essential factor in evaluating the overall system quality. Hence, the pico UE proportions in respective cases are provided in Table A3.3-2.
FIGURE A3.3–2
Spectrum efficiency of systems with various pico densities

TABLE A3.3–2
Cell throughput comparison
	Pico Density
	Throughput per Macro cell
	Average Area Throughput
	Pico UEs/all UEs

	1 pico/cell
	94.45 Gbps
	1308.16 Gbps/km2
	58.26%

	2 pico/cell
	212.95 Gbps
	2949.42 Gbps/km2
	46.20%

	3 pico/cell
	332.20 Gbps
	4601.07 Gbps/km2
	41.13%


Observed from Table A3.3-2, close to 95Gbps average throughput per macro cell can be achieved in a single pico station case. The overall throughput enables the spectrum efficiency of an average pico cell to reach 6.3bps/Hz. In terms of area throughput, the value becomes 1308.16 Gbps/km2. When increasing the pico density in each macro cell, the throughput ascends almost linearly with the number of pico stations. In case of 3 pico stations/macro cell, the throughput can reach as high as 332.20 Gbps, with an area throughput up to 4601.07 Gbps/km2. Correspondingly, the spectrum efficiency in this case can rise above 7.1bps/Hz, as depicted in Figure A3.3-2. The reason is that the pico UE proportion reduces when pico density increases. A denser environment causes a lower coverage. 
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ANNEX 4
Details of propagation channel modelling 
A4.1	Description of the 10 and 18 GHz measurement campaign
The path loss models at 10 and 18 GHz are derived from a measurement campaign in 6 different scenarios listed in Table XX. They represent a typical European urban with transmitter and receiver antenna well below roof-top.
TABLE XX
Scenarios for obtaining 10 and 18 GHz path loss models
	Scenario index
	Street
	LOS Range 
	NLOS Range 

	Scenario 1
	NJV/NOVI
	10-50 m
	20-120 m

	Scenario 2
	Strandvej
	10-80 m
	20-90 m

	Scenario 3
	Bredegade / Nørregade
	10-30 m
	20-270 m

	Scenario 4
	Kennedy Arkaden
	20-80 m
	30-130 m

	Scenario 5
	Friis
	10-80 m
	10-120 m

	Scenario 6
	Salling
	10-120 m
	20-190 m



The channel measurements are performed in narrow band mode, i.e. continuous wave (CW) transmission, and the received power is recorded with R&S TSMW Radio Network Analyzer. The same antenna is used at both frequency bands, and it is compensated to achieve ‘isotropic antenna’ conditions. Figure XX illustrates the measurement setup.
Figure XX+1 illustrates one of the measurement routes in the Scenario 1 around an office building. The GPS locations are recorded during the measurement to calculate the 3D distance from transmitter antenna (7 m height) to the current receiver antenna location (1.85 m height). Using the marker (in red line), the LOS and NLOS condition of each location is identified visually during the measurements. The LOS and NLOS measurements points are then fitted separately to derive the path loss model with respect to a close-in reference distance (d0):

		PL(d)[dB] = PL(d0) + 10nlog10(d/d0) + X0

Where PL(d0) is reference path loss calculated using free space path loss model, d and d0 are distance in meter, n is the path loss exponent and X0 is a zero mean Gaussian distributed random variable (in dB) with standard deviation . Figures XX+2, XX+3, XX+4 and XX+5 show the measurement points and fitting curve for both LOS and NLOS condition, with the rms error after fitting.
FIGURE XX
Measurement setup
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FIGURE XX+1
One of the measurement routes
[image: C:\Users\krantaah\AppData\Local\Microsoft\Windows\Temporary Internet Files\Content.Outlook\CAANB4UB\Scenario 1 Route 2_1_10GHz_PathLossonGoogleMap.png]
FIGURE XX+2
LOS measurement points and fitting curve at 10 GHz
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FIGURE XX+3
NLOS measurement points and fitting curve at 10 GHz
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FIGURE XX+4
LOS measurement points and fitting curve at 18 GHz
[image: cid:0090FA64F115094AA1662823FB40A484@internal.nsn.com]
FIGURE XX+5
NLOS measurement points and fitting curve at 18 GHz
[image: cid:C268AD9D195F134E8AD9F63A67E11C4D@internal.nsn.com]


A4.2	Outdoor NLOS channel measurement results
Outdoor radio propagation 
In order to investigate the feasibility of millimetric wave bands, channel measurement campaigns were conducted in various outdoor environments. This section shows measurement results obtained at the Univ. of Texas, Austin; in the Manhattan, New York, dense urban area, and at Samsung Electronics, Suwon Campus, Korea. It was expected that, since building surface walls are highly reflective in these bands, a radio communication link can be provided even through multiple NLoS paths. The measurement results confirm such expectations. 
Campaign 1: University Campus (Univ. of Texas, Austin), 38 GHz [12][13]
The first measurements were carried out in the38 GHz band at the Univ. of Texas, Austin, campus. In this campaign, the channel bandwidth was 750 MHz, transmission power (at the amplifier) was 21 dBm, and horn antenna gain was 25 dBi for both transmitter and receiver. 
For the given environments, communication links between transmitter and receiver were successfully made with distances of up to 200 meters. Note that even at many locations beyond 200 meters, the link could be made.  Pathloss exponents calculated from the beamforming-based measurements are 1.89~2.3 for line of sight (LoS) links, and 3.2~3.86 for NLoS links. 
Note that the subscript of ‘NLOS-all’ in the figure indicates a statistical value obtained from all NLoS results, while ‘NLOS-best’ represents the value obtained from the NLoS results only for the best matched Tx and Rx beams. We can see that radio propagation characteristics can be made more favorable by matching the best Tx and Rx beams.
FIGURE 2
Left: Measurement sites in UT Austin campus, Right: Pathloss and RMS delay spread results
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Campaign 2: Dense Urban (New York, Manhattan), 28 GHz [14][15]
The second step of measurements were carried out in the28 GHz band in the Manhattan area. Channel bandwidth was 400 MHz, transmission power at the amplifier 30 dBm, and horn antenna gain was 24.5 dBi for both transmitter and receiver. Since these measurement environments are dense urban where buildings have brick and concrete walls, received signals are lower than at the UT Austin campus. For these measurements, the derived pathloss exponents are 1.68 in LOS and 4.58 in NLOS links, for the case of the best Tx and Rx beam matching.


FIGURE 3
Left: Measurement sites in Manhattan, Right: Pathloss results
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Campaign 3: Research Campus (Samsung Electronics, Suwon Campus), 28 GHz [16]
The last measurements were performed in the28 GHz band at the Samsung Complex, Suwon, Korea. Channel bandwidth was 500 MHz, transmission power at the amplifier was 18 dBm, and horn antenna gain was 24.4 dBi for both transmitter and receiver. These measurements show that the pathloss exponents are 2.39 for LOS conditions, and 4.0 for NLOS links with best matching of the Tx and Rx beams.
FIGURE 4
Left: Measurement sites of Samsung complex in Suwon, Korea, Right: Path loss exponent results
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The results obtained from the three measurement campaigns in the 28/38 GHz bands yielded pathloss exponents for NLoS links of between 3.2 and 4.58. This range is not much discrepant from that in the existing bands identified for IMT (i.e., 3.67~3.91) [17].
Lastly, we would like to note that rain attenuation will place natural limits on radio propagation in bands above 6 GHz. In case of even heavy rain with rate of 60mm/hour, rain attenuations for 
200 meter distance are only 2dB and 3 dB in 27GHz and 38GHz, respectively[18][19].
[11]	http://www.fiercewireless.com/story/wilocity-promises-80211ad-phones-2013/2012-01-13.
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[13]	Rappaport, T.S., Ben-Dor, E., Murdock, J.N., Yijun Qiao, “38 GHz and 60 GHz angle‑dependent propagation for cellular & peer-to-peer wireless communications,” International Conference onCommunications (ICC), 2012 IEEE.
[14]	Y. Azar, G. N. Wong, T. S. Rappaport, et al,“28 GHz Propagation Measurements for Outdoor Cellular Communications Using Steerable Beam Antennas in New York City,”submitted to IEEE International Conference on Communications (ICC), 2013. Jun.
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A4.3	Measurements and quasi-deterministic approach to channel modeling at 60 GHz
A.4.3.1	Introduction
Here, a quasi-deterministic (Q-D) approach for modelling outdoor and indoor millimetric wavechannels (Section III) is presented[footnoteRef:3]. The 60 GHz band is exactly in the middle of the millimetric wave frequency range of 30-90 GHz and the measurement results may be extrapolated in both directions. The street canyon measurement campaign was performed with omnidirectional antennas in combination with supporting ray-tracing simulations. The feasibility of millimetric wavesmall cell has been shown, but at the same time, the high time variance of the propagation channel caused by movements of the UE and neighbouring objects has been discovered. The second measurement campaign was performed using directional and highly directional antennas on a university campus environment. The effects of ground reflection and scattering were investigated; the cross-polarization discrimination coefficients were estimated. An additional study was carried out to analyze the impact of UE movement on the channel transfer function. [3: 	This approach was developed in the framework of the FP7 MiWEBA project [36] on the basis of two independent experimental measurement campaigns at 60 GHz. The project deliverable document D5.1 is available online [37].] 

As a result, the new Q-D approach has been developed for modelling outdoor channels at 60 GHz. This methodology is based on the representation of the millimetric wave channel impulse response by a few quasi-deterministic strong rays (D-rays) and a certain number of relatively weak random rays (R-rays).
Following the proposed Q-D modelling methodology, the channel models for open area (university campus), street canyon and hotel lobby scenarios have been developed. The appropriate model parameters for access links were selected on the base of experimental measurements and ray tracing simulations. The versatility of the Q-D methodology allows extending the developed channel model to other usage cases with the same environment geometries like Device-to-Device (D2D) and street-level backhaul links. The explicit introduction of the deterministic (D-rays) and random (R-rays) within the Q-D channel modelling approach have allowed the proper description of the real dynamic outdoor environment with taking into account the mobility and blockage effects.
There is increasing interest in using millimetric wavebands for next-generation mobile wireless networks [1], [2]. The development of new communication systems and standards requires adequate millimetric wavechannel models applicable to multiple usage cases and a wide frequency range from 30 GHz up to 90 GHz. However, despite a number of experimental measurement campaigns and results ( [3], [4], [5], [6], [7], [8], [9], [10]), there are few millimetric wavechannel models available. One of the released millimetric wave channel models [11], [12] was developed for the IEEE 802.11ad standard in the 60 GHz band (57-64 GHz), [13]. It is based on experimental measurements and ray-tracing studies and focused on a limited number of indoor scenarios with site-specific parameterization. The most recent METIS 2020 intermediate deliverable D1.2 [14]suggests exploiting different channel modelling approaches including both stochastic (generic) and map-based (site-specific) models with parameterization from measurement results.
Signal propagation in the bands lower than 6 GHz is rather well studied; a number of accurate and realistic modelling approaches exist as basis for both link and system level evaluations. The millimetric waveband needs to be thoroughly investigated for wireless communication, since the about 10x increase of carrier frequency leads to qualitative changes of the propagation properties. 
Firstly, the short wavelength results in a significantly higher propagation loss according to Friis’ equation. To support high-gain antennas, the channel model shall take into account spatial (angular) coordinates of the channel rays at TX and RX and also support the entire spectrum of antenna technologies, from RF beamsteering to baseband MIMO processing.
Secondly, as confirmed by a number of works [11], [15], [16], [17], the 60 GHz propagation channel has a quasi-optical nature. The fraction of power arriving at the receiver due to diffraction and transmission through objects is practically not usable. Most of the transmission power is propagated between the transmitter and the receiver through the LOS and a few low-order reflected paths. To establish a communication link, steerable highly-directional antennas have to be used, pointing along the LOS path (if available) or one of the reflected paths. An additional consequence of the quasi-optical propagation nature is that the channel model should be fully 3-dimensional, taking into account signal propagation in a real environment. For example, map-based ray tracing can be an effective means for prediction of spatial and temporal properties of the channel paths and may be used to assist the channel modelling.
Thirdly, it should be noted that with ideal reflections, each propagation path would include only a single ray. However, as demonstrated by experimental investigations [18], [19], [20] each reflected path actually may consist of a number of rays closely spaced to each other in the time and angular domains due to roughness and structure of the reflecting surfaces. Hence, the clustering approach is directly applicable to channel models for millimetric waveindoor and outdoor systems with each cluster of the model corresponding to the LOS or a few reflected paths.
Fourthly, another important aspect of millimetric wave propagation is polarization. As demonstrated by experimental studies with millimetric wave prototypes [21], the power degradation due to polarization mismatch between the antennas and depolarization caused by the channel can be as high as 10‑20 dB. 
Thus, a proper 3D channel model for millimetric wave bands requires in particular an accurate representation of space-time characteristics of the propagation channel (basic requirement) for main usage models of interest; beam forming with steerable directional antennas support at TX and RX without limitation on the antenna technology; inclusion of polarization characteristics of antennas and signals, and support of non-stationary characteristics of the propagation channel in mobile environments.
State-of-the-art mobile communications channel models describe path loss (PL) and spatial channel characteristics separately, typically comprised of the clustered channel impulse responses (CIRs) and angular spread statistics. Latest works on millimetric wave channel models also follow such approach [17] [22] [23] and apply different cluster analysis techniques to the experimental data. Such approaches work very well for bands below 6 GHz, where a great number of reflected, refracted and diffracted rays are observed. However, this is no longer valid for millimetric wave with their quasi-optical behavior. Additionally, for long distances (e.g., about 20-50 m), the PL specifics of millimetric wave signals lead to a strong attenuation of distant reflections and dominance of rays close to LOS path. Also, new approaches to characterize channel mobility, Doppler and blockage effects are needed, as well as new experimental measurements focused on the characterization of those parameters. Moreover, the dynamic nature of the busy outdoor environment leads to partial or full path blockage, which should be properly simulated. The blockage models were developed for the indoor cases [24], but rich dynamic outdoor environment with lots of cars and buses, pedestrians and cyclists may require new approaches for channel measurements and measurement data processing. 
A.4.3.2	A novel methodology for experimental measurements in the 60 GHz band
This section describes a novel methodology for experimental measurements in the 60 GHz band. The novelty consists in exploiting two antenna types, omnidirectional and directional at both the TX and RX to gather experimental results. Omnidirectional antennas are used primarily for long‑term millimetric wave channel measurements in a number of static environments with stationary TX and RX positions at a fixed distance, and multiple dynamic environments with a moving RX and a stationary TX. The experimental setup and traditional interpretation of the measurement results in more detail can be found in [25], [26], [27].
[bookmark: _Ref393035020]In previous work, [14], [15], [28] [29] the results of similar measurements were traditionally used to evaluate the propagation path loss exponents and channel power delay profiles. In the present work, we use the measurement results to justify and validate the proposed Q-D approach to channel modelling. For that purpose, directional antennas are also used in broadband millimetric wavechannel measurements for the detailed investigation of fast short-term channel fading effects.
a)	Experimental measurements with omnidirectional antennas
A complex urban outdoor street canyon access scenario, see schematic top view in Figure 1, was selected for the measurements with omnidirectional antennas. The measurement campaign was carried out in the Potsdamer Straße in Berlin, Germany. As can be seen, this scenario is a typical street canyon with modern buildings on both sides, multiple car lanes separated by a pedestrian walkway, medium-sized trees and street furniture such as lampposts, bus stops, bicycle stands and seats placed on the sidewalks.
FIGURE 1
Street canyon experimental measurements site
[image: ]
The TX antenna was mounted at a height of 3.5 m to represent a typical small cell base station being added to existing lampposts. The RX was mounted on a mobile cart with an antenna height of 1.5 m, modelling the user equipment (UE). Multiple static measurements were performed for stationary TX and RX positions separated by 25 m. Mobile measurements were conducted as well, where the RX was moved at a constant speed along the sidewalk up to a distance of 50 m to each side of the stationary TX. 
The channel sounder used in the measurement campaign is based on a self-developed FPGA platform and has the key parameters listed in Table. The primary output of the sounder is a channel impulse response (CIR) for each measurement snapshot taken every 800 µs.
[bookmark: _Ref393033287]TABLE I
Measurement system parameters
	Parameter
	Omnidirectional measurements
	Directional measurements

	Frequency
	60 GHz
	60 GHz

	Bandwidth
	250 MHz
	800 MHz

	Output power
	15 dBm
	2.4 dBm

	Antenna gain
	TX: 2 dBi,
RX:2 dBi
	TX: 19.8, 34.5 dBi
RX: 12.3 dBi

	Antenna pattern
	TX:omnidirectional
RX:omnidirectional
	TX:HPBW = 18/14, 3
RX: HPBW = 30



During the static measurements, 62,500 of those snapshots were obtained for each given position of the TX and RX pair, resulting in a single trial observation time of 50 s. Overall, 20 different static positions have been measured and the corresponding data set comprises 1.25 million CIRs.
The measured channel impulse responses were processed by a simple threshold peak detection algorithm:
A point in the PDP P(tk) is identified as peak if:
P(tk-1)<P(tk)> P(tk+1) and
P(tk) >estimated noise level + 10 dB
The peaks corresponding to the strongest rays or multipath components (MPCs) resolved by the sounder are shown in Fig. 2.
The ray delay vs. observation time bitmap is shown in Fig. 3, where the appearances/disappearances of the identified strongest rays are indicated for the whole observation time of 50s.
[bookmark: _Ref397450217]FIGURE 2
Single channel snapshot with identified peaks
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[bookmark: _Ref397450239]FIGURE 3
Ray delays vs. observation time bitmap
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It is worth noting that in every measurement the LOS ray arrives at 83 ns representing the delay caused by the 25 m separation between TX and RX. It can also be seen from Fig. 4 that there are other very stable rays. Those rays can be associated with the reflections from large static objects such as building walls and bus stop pavilions. At the same time, some rays are randomly appearing and disappearing due to small power and/or blockage. Those rays can be associated with the reflections from faraway objects and closely located elements of the dynamic street environment.
For the mobile measurements with the moving RX, a number of 40 measurement series with 62,500 snapshots each were done. Hence, the corresponding data set comprises 2.5 million CIRs. Since the RX was moved over 25 m during each run, a fine spatial sampling (0.4 mm spacing) over the whole section of the street canyon has been achieved.
Based on the gathered experimental data we have selected a simple two-ray channel model, taking into account only the direct ray and first (ground) reflected ray, for the initial approximation of the propagation channel. For example, Fig depicts the experimental measurement results versus a two-ray channel model approximation. From this data it can be seen that even this simple model is in good coincidence with experimental data. It should be noted that at distances of more than 25 m the ground-reflected ray is almost as strong as the direct ray due to sliding incidence with respect to the street surface. The interference between the two rays produces the large fading gaps observed in Fig. Moreover, the fading depth can be used for a rough estimation of the reflection loss.
[bookmark: _Ref397450301]FIGURE 4
Street canyon experimental measurement results versus two-ray model
results for the same parameters
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b)	Broadband experimental measurements with directional antennas
The outdoor open-space area of the University of Nizhny Novgorod (UNN) was used to study the effect of fast fading in the broadband millimetric wave channel. A general view of the experimental scenario is shown in Fig. 5and its schematic illustration is given inFig. 6. The TX antenna was mounted on the vestibule roof of the university main campus building at the fixed height H1 = 6.2 m. The RX was mounted on a moving platform with adjustable antenna height H2.
For the experimental data acquisition and processing, a specially designed measurement platform was used with the key technical parameters listed in Table I. Depending on the distance L0 the TX was equipped with antennas of different gain, e.g. the rectangular horn antenna 1418 mm2 with 19.8 dBi gain for distances less than 35 m or the highly directive lens antenna with large aperture (100 mm) and 34.5 dBi gain for greater distances. The RX was equipped with a round horn antenna with the diameter d = 14 mm and 12.3 dBi gain.
[bookmark: _Ref397450360]FIGURE 5
General view of the experimental scenario for measurements with
directional antennas at both TX and RX side
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For a detailed investigation of fast-fading effects in the broadband (800 MHz) millimetric wavechannel caused by the motion of mobile users, we have minimized the impact of antenna patterns. To achieve that, the TX and RX antenna patterns had an initial orientation in 3D space as illustrated in Fig. 6 to provide equal gains for the direct and ground-reflected rays. That configuration allowed keeping almost constant amplitudes of the direct and ground-reflected rays during the motion of the receiver. All other propagation paths caused by reflections from surrounding objects were more than 15-20 dB lower than these two strongest quasi-deterministic rays.
[bookmark: _Ref397450432]FIGURE 6
Schematic illustration of the experimental scenario for measurements
with directional antennas at both TX and RX side
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An example of the measured channel impulse response is presented in Fig. 7. Two clearly distinguishable peaks in the CIR correspond to the LOS and the ground-reflected component. They are separated by 2.5 ns. The power difference between those two peaks is approximately equal to the ground reflection coefficient (−6 dB). This is in line with the given scenario geometry where L0 = 30.6 m and H2 = 1.34 m. It should be stressed that the peaks were resolved for all other measured distances (20-50m) because the sounding signal bandwidth used in those experiments was equal to 800 MHz, which provided a time resolution of up to 1.25 ns.
[bookmark: _Ref397450529]FIGURE 7
Channel impulse response, L0 = 30.6 m
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The corresponding measured channel transfer function in frequency domain (CTF) is illustrated in Fig. 8. For comparison, the result of the two-ray channel model approximation (the superposition of the direct LOS and ground-reflected ray), is also depicted. It can be seen that this simple model is in a good accordance with the experimental measurements with directional antennas.
[bookmark: _Ref397450537]FIGURE 8
Channel transfer function, L0 = 30.6 m
[image: ]
During the measurements with directional antennas, the dependence of the CTF on the RX vertical and horizontal motion was investigated for the distance L0 = 30.6 m. In Fig. 9, for example, the CTF of 800 MHz bandwidth is presented when the RX height changes from 1.34 m to 1.5 m.
[bookmark: _Ref397450554]FIGURE 9
Dependence of the channel transfer function on the RX height H2, H-H, L0 = 30.6 m
[image: meas2_CTF_v2]
In these experiments the Horizontal-to-Horizontal (H-H) antenna polarization configuration was used. The measurements for other polarization configurations were also carried out to evaluate the cross-polarization ratio (XPR), which was discovered to be less than −25 dB. However, the use of the H-H configuration allowed us to exclude additional effects associated with the Brewster angle. As can be observed from Fig. 9, the channel shows a high frequency selectivity in 800 MHz bandwidth. But the most important outcome of these results is the very fast variation of the millimetric wavechannel when the RX height is changing. Moving the RX in the vertical direction by only 2-3 cm produces significant variations of the channel. Similar, but a bit smoother variations of the CTF were observed for horizontal RX movements.
Note, that due to wider bandwidth of the signal, strong fading of the total signal power like in the results for 250 MHz bandwidth is not observed.
Broadband experimental measurements with directional antennas have revealed the fine structure of the millimetric wave channel in the outdoor open-area environment. It can be concluded that a typical, i.e. moderately directional, mobile user antenna will receive two rays (the direct LOS ray and the ground-reflected ray) with rather small time delay (2.5 ns for 30 m). The interference of those two quasi-deterministic rays explains the fast fading effects observed in the experiments with omnidirectional antennas from the previous subsection and should be explicitly addressed in the channel modelling methodology.
A4.3.3	Novel quasi-deterministic channel model methodology
a)	General structure of the channel model
In the IEEE 802.11ad channel modelling document [11] the generalized description of channel impulse response is given by: 
[image: ]


where:
· his a generated channel impulse response.
· t, tx, tx, rx, rx are the time, azimuth and elevation angles at the transmitter and receiver, respectively.
· A(i)and C(i)are the gain and the channel impulse response for the i-th cluster, respectively.
· (∙) is the Dirac delta function.
· T(i), tx(i), tx(i), rx(i), rx(i)are time-angular coordinates of the i-th cluster.
· (i,k) is the amplitude of the k-th ray of the i-th cluster 
· (i,k), tx(i,k), tx(i,k), rx(i,k), rx(i,k) are relative time-angular coordinates of k-th ray of the i-th cluster.
Hence the channel can be explicitly described by a set of rays and its parameters: ray powers and delays, angles of arrival and departure. This channel model may be also expanded to take into account polarization properties, see [11], [21]. Defining those parameters is required for channel model implementation.
b)	Quasi-Deterministic (Q-D) channel modelling
To provide an adequate representation of the channel, the methodology of Quasi-Deterministic (Q‑D) modelling is proposed. Under this approach, for each propagation scenario, the strongest propagation paths (rays which produce the substantial part of the received useful signal power) are determined first, and their contribution to the overall channel is calculated based on the geometry of the deployment and the locations of the Base Stations (BS) and the User Equipment (UE) in a deterministic manner. Signal power delivered over each of the rays is calculated in accordance to theoretical formulas taking into account free space losses, reflections, polarization properties and UE mobility effects, i.e. Doppler frequency shift and user displacement.
Some of the parameters in these calculations may be considered as random values (e.g., reflection coefficients) or even as random processes (e.g., UE motion). It should be noted, that the number of such quasi-deterministic rays (D-rays), which should be taken into account, depends on the considered scenario. In this respect, for outdoor open space scenarios it has been shown, that signal propagation properties are mostly determined by two D-rays – the LOS ray and the ground-reflected ray. From the measurements and the ray tracing modelling we can see that for the outdoor street canyon scenario, the propagation is determined mostly by 4 D-rays:  the LOS, the ground-reflected ray, the one reflected from the nearest wall and the one reflected from the ground and the nearest wall. For the hotel lobby (indoor access large public area) scenario more D-rays need to be modelled. For this scenario it is proposed to consider all rays with up to second order reflections as D-rays (in similar way as was adopted in the IEEE 802.11ad evaluation methodology for all considered indoor scenarios.
In real environments, numerous reflected waves arrive at the receiver from different directions in addition to the strong D-rays. For example, there are cars, trees, lampposts, benches, far big reflectors as houses, etc. All these rays are considered in the Q-D channel models as secondary random rays (R-rays) and are described as random clusters with specified statistical parameters extracted from available experimental data or more detailed ray tracing modelling. 
The general time-domain structure of the Q-D model channel impulse response is shown in Fig. 10.
[bookmark: _Ref397450646]FIGURE 10
Channel impulse response structure
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c)	Effects of polarization
1)	Polarization for D-rays
Following the proposed channel modelling methodology, all properties of the quasi-deterministic D-rays are explicitly calculated. The polarization matrix H contains all polarization information of the ray and is calculated on the basis of the reflections defined from the scenario geometry.
For the intra-cluster rays with the main D-ray, the polarization matrix is the same as for the main ray.
2)	Polarization for R-rays
Random rays (R-rays) are defined by the power-delay profile and angular characteristics and are generated with regard to reproducing pre-defined probability distributions of these parameters. R‑rays model far-away reflections and reflections from various random objects in the area. Most of the random rays may be considered as second (or higher) order reflections with corresponding polarization statistics. The channel polarization matrix distribution for second-order rays was investigated in [4] and corresponding distribution approximations were proposed. For simplicity, the distributions of the polarization matrix H components for weak R-rays are approximated as uniform in the interval [-1; 1] for diagonal elements, while the statistical distributions of the cross-coupling components H12 and H21 are approximated by random variables, uniformly distributed in the interval [-0.1, 0.1] [21].
For the intra-cluster rays with the main random ray, the polarization matrix is the same as for the main R-ray.
[bookmark: _Toc390525637]A4.3.4	Blockage modelling
In all environment scenarios considered in the MiWEBA project, the signal propagation paths are subject to blockage – by humans or vehicles interrupting the rays with static positions of the AP and UE, or by the UE movement in the areas where some rays are shadowed. The necessity of incorporating blockage in the 3D channel model is proven by experimental measurements. Another effect that should be considered is the appearance of new rays for a short time – for example reflections from passing vehicles, persons, and smaller objects the mobile RX is passing.  
These effects were observed in the measurement results with omnidirectional antennas: Fig. 3shows the ray bitmap for a measurement position close to the building walls. The nearest wall reflected rays can be identified close to LOS component (see Fig. 10). Fig. 11shows the ray bitmap for a measurement position in the middle of boulevard, far from walls, with lanes on the both sides.
[bookmark: _Ref397450868]FIGURE 11
Ray bitmap for middle-street measurement position
[image: ]
It can be seen that some steady rays in this case are interrupted due to blockage events. The blockage events can be observed also in the signal power graph (Fig. 2).Error! Reference source not found..
The percentage of the “ray activity” may be estimated from the ray bitmaps. Assuming ergodic properties of the blockage random process, the percentage of activity in time may be used as estimation of the blockage probability in the statistical ensemble. Figure 3 shows the bar chart of ray activity for the street canyon measurement scenario (near-wall position, see Fig. ???).
Figure 3 allows the classification of the rays with regard to the Q-D channel modelling ray categories: 
−	The rays with activity percentage above 80% are the D-rays: strong and always present, until blocked. 
−	The rays with activity percentage 30-80% are the R-rays: the reflections from far-away static objects, weaker and more susceptible to blockage due to longer travel distance.
−	The rays with activity percentage below 30% are the R-rays of another type: the reflection from random moving objects (usually cars and buses), so called “flashing” rays, or F-rays. Such rays are not “blocked”, they actually “appear”. 
FIGURE2
Ray blockage events in the experimental measurements
[image: ]
[bookmark: _Ref397450961]FIGURE 3
Ray appearance probability for street canyon measurements (near-wall position)
[image: ]
FigURE 4 4 illustrates the mechanism of the ray blockage and ray appearance. Following the picture, the average duration of blockage and the duration of flashing reflections may be easily estimated:
Tblockage ~ 0.5 m (human diameter) / 1 m/s (average speed) ~ 0.5-1 s
Tflash ~ 4.5 m (car length) / 15 m/s (average speed) ~ 0.2-0.3 s
The analysis of the experimental data in ray diagrams Fig. 3 and Fig. 11gives approximately the same values.
The average service period (SP, the duration of data and control frames) of the millimetric wavecommunication systems is equal to 1-3ms (IEEE 802.11ad). This means that for the single blockage or flashing event period thousands service periods and tens of thousands frames will pass. System level simulations rarely include more than thousand frames, so that blockage and appearance may be modelled as static random events, instead of dynamic stochastic process. The blockage parameters derived from the analysis are summarized in Table I. During system level simulations the blockage state can be determined once per channel snapshot and retained over time.
[bookmark: _Ref397451062]FIGURE 4
Ray blockage and random ray appearance illustration
[image: ]
For VoIP and video streaming simulations, which require analysis of longer time periods, the blockage events may be introduced as Poisson process with corresponding parameters shown in Table II.
[bookmark: _Ref397530266]TABLE I
Blockage parameters for system level simulation
	Parameter
	Value

	D-ray blockage probability, PD
	0.03

	R-ray blockage probability, PR
	0.3

	*F-ray appearance probability, PF
	0.2


[bookmark: _Ref397530278]TABLE II
 Blockage parameters for VoIP and video streaming simulations
	Parameter
	Value

	D-ray blockage rate ,D
	0.05 s-1

	R-ray blockage rate ,R
	0.3 s-1

	D-ray and R-ray blockage duration, T
	1 s

	*F-ray appearance rate,F
	0.2 s-1

	*F--ray appearance duration, TF
	0.25 s



It should be noted that for the considered outdoor scenarios (open area and street canyon) we have developed channel models on the base of static reflections only (D-rays and R-rays). The parameter estimation of F-rays requires additional investigations and may be used in relation to special studies, which specifically focus on vehicle/human traffic model.


A4.3.5	Mobility effects
In the Q-D channel model mobility effects are described by introducing a velocity vector for each UE (see FigURE 5). Then, for each ray (D-ray or R-ray) the phase rotation may be simply calculated in accordance with the next expressions: 
the phase rotation for the i-th ray caused by Doppler frequency shifts is defined as
[image: ],
where[image: ] is the Doppler frequency shift of the i-th ray. Its values can be calculated as
[image: ],
where[image: ] is the vector of RX motion and [image: ] is the direction of the i-th ray arrival. The vector [image: ] can be decomposed as 
[image: ].
It is assumed that the horizontal components of [image: ] are normally distributed random values with appropriate mean and standard deviation
[image: ],[image: ].
The vertical component of [image: ] is defined as
[image: ],
Where z(t) is a vertical UE displacement modelled as stationary Gaussian random process with a correlation function equal to 
[image: ].
For this vertical motion correlation function the one-side power spectral density function of [image: ] can be calculated as
[image: ].
[bookmark: _Ref398567167]FIGURE 5
Model for mobility effects in 3D channel model
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A4.3.6	Street canyon millimetric wave 3D channel model example
The street canyon (outdoor access ultra-high-rate hot-spots) channel model represents a typical urban scenario: a city street with pedestrian sidewalks along long high-rise buildings. The access link between the APs on the lampposts and the UEs carried by persons is modelled in this scenario. The parameters of the model are summarized in Table III. 
The ray tracing analysis of the street canyon environment allows defining the most significant rays, which should be treated as D-rays. These are, in addition to the LOS ray, the ground reflected ray, and the nearest wall reflected ray and the wall-ground ray. It was shown from the experimental data and ray tracing simulation that those three NLOS rays contain more than 90% of the total NLOS ray power for all typical cases.
[bookmark: _Ref397610298]TABLE III
Street canyon (outdoor access ultra-high-rate hot-spots) model parameters
	Parameter
	Value

	AP height, Htx
	6 m

	UE height, Hrx
	1.5m

	AP distance from nearest wall, Dtx
	4.5 m

	Sidewalk width
	6 m

	Street width
	16 m

	Street length
	100 m

	AP-AP distance, same side
	100 m

	AP-AP distance, different sides
	50 m

	Street and sidewalk material
	asphalt

	Street and sidewalk r
	4+0.2j

	Street and sidewalk roughness σg(standard deviation)
	0.2 mm

	Building wall material
	concrete

	Building wall r
	6.25+0.3j

	Building wall roughness σw
(standard deviation)
	0.5 mm



Table III defines the scenario geometry and reflecting surface parameters, which can be used for a full description of the D-rays: the path distance, the AoA and AoD (calculated by using method of images), the ray power (obtained by using the path loss formula, Fresnel equations, and the formula that describes the losses from the rough surface):





,
,
, for vertical polarization,
, for horizontal polarization,
,in dB.


The random ray temporal parameters are derived from the street canyon measurements with omnidirectional antennas, the distribution of angles is obtained from the ray tracing analysis. The parameters are summarized in Table VII.
[bookmark: _Ref397610794]TABLE IV
Street canyon (outdoor access ultra-high-rate hot-spots) model random ray parameters
	Parameter
	Value

	Number of clusters, Ncluster
	5

	Cluster arrival rate, λc
	0.03ns-1

	Cluster power-decay constant, γ
	20ns

	Ray K-factor
	10 dB

	AoA
	Elevation: U[-20:20˚]
Azimuth: U[-180:180˚]

	AoD
	Elevation: U[-20:20˚]
Azimuth: U[-180:180˚]



The sub-rays within a ray cluster are also modelled as Poisson process with an exponentially decaying power-delay profile. The parameters are specified in TABLE V. The intra-cluster rays are added to the D-rays and R-rays in the same way.
[bookmark: _Ref397610805]TABLE V
Street canyon model intra-cluster parameters
	Parameter
	Value

	Post-cursor rays K-factor, K
	6 dB for LOS ray
4 dB for NLOS rays

	Number of post-cursor rays, N
	4

	Post-cursor rays power decay time,
	4.5 ns

	Post-cursor arrival rate,
	0.31 ns-1

	Post-cursor rays amplitude distribution
	Rayleigh

	AoA and AoD distribution
	N(0,5˚) around main ray


A4.3.7	Multipath modelling extension to outdoor for Hot Spots
The multipath modeling resorts from a multi-cluster approach as adopted in IEEE802.11 ad standards where intra-cluster modelling is carried out separately from inter-cluster modeling. Intra cluster modeling use indoor reference models as a first step and inter-cluster modeling resorts from dedicated experimental measurements performed in outdoor scenarios.
Indoor reference models utilizing a very large channel sounding bandwidth up to 1-2 GHz to benefit from high resolution path will be used to model intra-cluster behavior of the 60 GHz propagation multi-cluster model as well as the CEPD (Canal Enregistré de Propagation) model derived from multi-rate theory and statistical analysis of measurements [38]. Several intra-cluster models are derived from different indoor scenarios defined in the IEEE802.11.ad standard and dedicated scenarios.
Inter-cluster modeling use outdoor multipath channel restricted to a channel sounding bandwidth size up to 250 MHz, ensuring multi-cluster resolution adjusted to 4 ns. Frequency sweeping techniques are used to evaluate the channel.
The multi-cluster model may then expressed in an analytical way, considering the combination of several Poisson distribution laws describing the time of arrival of echoes within different clusters and the time of arrival of clusters independently. This model will be built upon Kannan’s model assumptions (Fig. 1),Error! Reference source not found. using measurements and CEPD modeling results [40].
FIGURE 1
[image: ]Multi-cluster model based on multi-Poisson distribution

Another aspect to consider in the multipath propagation modelling is related to antenna alignment mismatch. When the environment is time-variant, models using the CEPD model and the Smulder’s approach may be built following dedicated measurements and Smulder’s model adaptation as illustrated on the Figure 17.
FIGURE 2
Antenna alignment mismatch model concept
[image: ]
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A4.4	Measurement and modelling of pathloss at 72 GHz
The measurement campaign was conducted at Chengdu, China. The indoor deployment scenario was in a large dining hall. The outdoor deployment scenario was in the campus. Both LOS and NLOS propagation conditions were measured. 
The TX and RX locations for indoor measurement are shown in FigureA4.1-1. For LOS (Line-of-Sight) scenario measurement, two TX sites are chosen close to the top sides in order to get a maximum variable distance between TX and RX. For each TX position, the RX sites were chosen in line with the TX site with the randomly chosen distance.
In NLOS (None Line-of-Sight) scenario measurement the TX site was chosen in one aisle of the room and the RX sites were chosen randomly at the NLOS area. The TX and RX locations for outdoor measurement are shown in Figure A4.1-2. 
FIGURE.A4.1--1
Layout of indoor measurement environment
[image: ][image: ]
FIGURE.A4.1-2
Layout of outdoor measurement environment
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(a) Outdoor LOS measurement environment                (b) Outdoor NLOS measurement environment

For indoor, the measurement campaign was conducted with 33 LOS TX-RX position combinations and 29 NLOS TX-RX position combinations. For outdoor, measurement campaign was conducted with 17 LOS TX-RX position combinations and 19 NLOS TX-RX position combinations. Based on the measurement data acquired, the propagation path loss model was fitted based on the framework as follows. 
[image: ]
[image: ]in which . D0 is the reference distance. In this document d0 was chosen as 1 m.
In Figure A4.1-3, the model-fitting result for 72 GHz propagation path loss is provided. The strongest sample refers to the sample with strongest received power for each TX-RX position combination after beamsteering. It can represent the condition that TX and RX beams are perfectly matched in millimetric wave beamforming system.. A summary of the model parameters considering beamsteering for different propagation condition can be found in Table A4.1-1.
FIGURE A4.1-3
Model fitting for LOS prapagation channel
[image: ]
TABLE A4.1-1
Experimentally-derived path loss model parameters

	Scenarios
	Parameters
	LOS
	NLOS

	Indoor
	PLE in dB(β)
	2.58
	4.08

	
	Intercept in dB(α)
	69.59
	69.59

	
	Standard deviation in dB(σ)
	2.38
	10.63

	Outdoor
	PLE in dB(β)
	2.86
	3.67

	
	Intercept in dB(α)
	69.59
	69.59

	
	Standard deviation in dB(σ)
	9.75
	8.33


A4.5	Introduction of MiWaveS[footnoteRef:4] project scope and findings [4:  The European project MiWaveS analyses and studies the key technologies for the implementation of mmW wireless access and backhaul in future 5th generation heterogeneous cellular mobile networks. One main objective of the MiWaveS project is the demonstration of innovative mmW transmission concepts that will be developed during the project time frame. The frequency bands of interest here are the V-band (57‑66 GHz) and the E-band (71-76 and 81-86 GHz).] 

[bookmark: _Ref395195706][bookmark: _Toc400897535][bookmark: _Toc401500737][bookmark: _Toc400922401][bookmark: _Toc402543307]A4.5.1 	Prototyping millimetric use cases
[bookmark: _Ref395010762][bookmark: _Ref395017037][bookmark: _Toc400897536][bookmark: _Toc401500738][bookmark: _Toc400922402][bookmark: _Toc402543308]A4.5.1.1	Basic features of transceiver elements
In this subsection the basic features of the demonstrator setups available in MiWaveS project are described to get an overview about general capabilities of the demonstrator.
[bookmark: _Toc402545053]FIGURE Q2‑1
Basic transceiver components.
[image: ]

In Figure Q2-1, the basic components of one transceiver unit required to process the data before and after wireless transmission over the air channel are shown. It should be noted that one transceiver always includes one transmit and one receiver branch. The basic functionality of each component is listed in the table below:
[bookmark: _Toc401501292][bookmark: _Toc400922461][bookmark: _Toc402545102]TABLE Q2‑6
Basic functionality of transceiver components.
	MAC / 
Link control
	· Resource and link control 
· Multi-user access 
· Beamforming control

	Digital PHY processing
	· Link transmission in digital baseband
· Time and frequency synchronization
· Channel estimation and equalization
· Modulation and coding
· Pulse shaping and digital re-sampling

	Digital / Analogue converter
	· Signal sampling 
· Signal quantization

	Radio frequency module
	· Analogue up and down conversion from / to baseband
· Filtering of unwanted spurious signal emissions
· Signal amplification

	Antenna module
	· Signal radiation 
· Beam steering using antenna arrays



The MiWaveS demonstrator has setups for E-band as well as V-band transmissions. In Table Q2‑7
 the main features of the demonstrator components are listed. It should be noted that this represents rather a high level feature description to draw conclusions about the maximum functionality and the expected outcomes in the project time frame.
[bookmark: _Ref400916501][bookmark: _Toc401501293][bookmark: _Toc400922462][bookmark: _Toc402545103]

TABLE Q2‑7
Basic feature list of MiWaveS hardware components.
	MAC / 
Link control
	· Uplink and downlink closed loop operation  enable real-time channel feedback
· Flexible TDD access with dynamic uplink / downlink load control
· Multi-user access in time division duplex or space division duplex
· Beam steering control  direction
· RF control  frequency, power, receiver gains

	Digital PHY processing
	· Single carrier based modulation scheme with frequency domain equalization
· Real-time reconfigurable PHY 
· Channel estimation based on blocks of pilots.
· Capable of Gbit/s high throughput PHY processing
· Scalable solution to support multiple parallel high-throughput links

	Digital / Analogue converter
	· DAC quantization resolution: 14 bit, sampling rate: 1.25 GHz
· ADC quantization resolution: 8 bit, sampling rate: 1.5 GHz

	Radio frequency module
	E-band
	· Tunable carrier frequency range: 71 -76 GHz  and 81-86 GHz
· Analogue transmission bandwidth: 1 GHz
· Max output power: 9 dBm

	
	V-band
	· Tunable carrier frequency range: 57-66 GHz
· Analogue transmission bandwidth: 1.2 GHz
· Max output power: 9 dBm

	Antenna module
	  E-band
	· Max antenna gain: >25dBi, 30dBi targeted
· Beam resolution: 5-7 beams (backhaul)

	
	V-band
	· Max antenna gain: 30 dBi
· Beam resolution: ≤8 beams (backhaul), ≤16 beams (access) 


Figure Q2-2
Millimetric base band transceiver used in MiWaves project 
[image: ]

[bookmark: _Ref395021849][bookmark: _Toc400897537][bookmark: _Toc401500739][bookmark: _Toc400922403][bookmark: _Toc402543309]A4.5.1.2	Demonstrator setups and use case mapping
In MiWaveS project backhaul and access link experiments are intended. For the backhaul link the MiWaveS demonstration and measurements are focusing on:
•	High throughput: Use maximum available transmission bandwidth for downlink or uplink for achieving the maximum throughput. For increasing the throughput two parallel links can be used in the setup which doubles the capacity. High gain antennas should be used to maximize SNR at the receiver to allow an efficient modulation and coding scheme. 
•	Hop length (Backhaul range): Measurement of maximum distance between backhaul link hops under the constraint of achieving a certain throughput / capacity. 
•	Latency: Measure the round trip latency on PHY and MAC layer and determine the time for the system to adapt for some channel variation. 
•	Ease of installation Efficiency of installation and in operation: Demonstration of different methods, approaches and techniques which enable autonomous backhaul link adjustment in the field e.g. automated antenna beam search and locking during deployment 
Using the available hardware components for the MiWaveS backhaul link, one can setup a system as sketched in FIGURE Q2‑. 
[bookmark: _Ref402301025][bookmark: _Ref400953270][bookmark: _Toc401501633][bookmark: _Toc400922532][bookmark: _Toc402545054]FIGURE Q2‑3
Intended backhaul link system setup.
[image: ]
For the access link the MiWaveS demonstration and measurements are focusing on:
•	Flexible multi-user access: Two-user access is either possible in time or in spatial multiplex. Different users can be provided with different rates. 
•	Beam tracking: Adaptive multi-user beamforming. Use two parallel transceiver chains with separate RF and antenna modules to allow for two independent beams. Exploit real-time feedback scheme for real-time adaptive beam tracking. 
•	Coverage: The coverage will be provided by a sectored transceiver element with multiple antennas. Each antenna will cover one sector and thus can provide the needed gain for a sufficient SNR in an outdoor environment. 
Using the available hardware components for the MiWaveS access link, one can setup a system as sketched in Figure Q2-3.
[bookmark: _Ref400953280][bookmark: _Toc401501634][bookmark: _Toc400922533][bookmark: _Toc402545055]FIGURE Q2‑2
[bookmark: _Toc395023723]Intended access link system setup.
[image: ]
[bookmark: _Toc398759889][bookmark: _Toc398760046][bookmark: _Toc398760203][bookmark: _Toc398759890][bookmark: _Toc398760047][bookmark: _Toc398760204][bookmark: _Toc398759891][bookmark: _Toc398760048][bookmark: _Toc398760205][bookmark: _Toc398759892][bookmark: _Toc398760049][bookmark: _Toc398760206][bookmark: _Toc398759894][bookmark: _Toc398760051][bookmark: _Toc398760208][bookmark: _Toc398759895][bookmark: _Toc398760052][bookmark: _Toc398760209][bookmark: _Toc398759896][bookmark: _Toc398760053][bookmark: _Toc398760210][bookmark: _Toc398759898][bookmark: _Toc398760055][bookmark: _Toc398760212][bookmark: _Toc398759900][bookmark: _Toc398760057][bookmark: _Toc398760214][bookmark: _Toc398759901][bookmark: _Toc398760058][bookmark: _Toc398760215][bookmark: _Toc398759902][bookmark: _Toc398760059][bookmark: _Toc398760216][bookmark: _Toc398759903][bookmark: _Toc398760060][bookmark: _Toc398760217][bookmark: _Toc398759904][bookmark: _Toc398760061][bookmark: _Toc398760218][bookmark: _Toc398759905][bookmark: _Toc398760062][bookmark: _Toc398760219][bookmark: _Toc398759906][bookmark: _Toc398760063][bookmark: _Toc398760220][bookmark: _Toc398759907][bookmark: _Toc398760064][bookmark: _Toc398760221][bookmark: _Toc398759908][bookmark: _Toc398760065][bookmark: _Toc398760222][bookmark: _Toc398759909][bookmark: _Toc398760066][bookmark: _Toc398760223][bookmark: _Toc398759910][bookmark: _Toc398760067][bookmark: _Toc398760224][bookmark: _Toc398759911][bookmark: _Toc398760068][bookmark: _Toc398760225][bookmark: _Toc398759912][bookmark: _Toc398760069][bookmark: _Toc398760226][bookmark: _Toc398759913][bookmark: _Toc398760070][bookmark: _Toc398760227][bookmark: _Toc398759914][bookmark: _Toc398760071][bookmark: _Toc398760228][bookmark: _Toc398759915][bookmark: _Toc398760072][bookmark: _Toc398760229][bookmark: _Toc398759916][bookmark: _Toc398760073][bookmark: _Toc398760230][bookmark: _Toc398759917][bookmark: _Toc398760074][bookmark: _Toc398760231][bookmark: _Toc398759918][bookmark: _Toc398760075][bookmark: _Toc398760232][bookmark: _Toc398759919][bookmark: _Toc398760076][bookmark: _Toc398760233][bookmark: _Toc398759921][bookmark: _Toc398760078][bookmark: _Toc398760235][bookmark: _Toc398759922][bookmark: _Toc398760079][bookmark: _Toc398760236][bookmark: _Toc398759923][bookmark: _Toc398760080][bookmark: _Toc398760237][bookmark: _Toc398759924][bookmark: _Toc398760081][bookmark: _Toc398760238][bookmark: _Toc398759925][bookmark: _Toc398760082][bookmark: _Toc398760239][bookmark: _Toc398759926][bookmark: _Toc398760083][bookmark: _Toc398760240][bookmark: _Toc398759927][bookmark: _Toc398760084][bookmark: _Toc398760241][bookmark: _Toc398759928][bookmark: _Toc398760085][bookmark: _Toc398760242][bookmark: _Toc398759931][bookmark: _Toc398760088][bookmark: _Toc398760245][bookmark: _Toc398759932][bookmark: _Toc398760089][bookmark: _Toc398760246][bookmark: _Toc398759933][bookmark: _Toc398760090][bookmark: _Toc398760247][bookmark: _Toc398759934][bookmark: _Toc398760091][bookmark: _Toc398760248][bookmark: _Toc398759935][bookmark: _Toc398760092][bookmark: _Toc398760249][bookmark: _Toc398759936][bookmark: _Toc398760093][bookmark: _Toc398760250][bookmark: _Toc398759937][bookmark: _Toc398760094][bookmark: _Toc398760251][bookmark: _Toc398759938][bookmark: _Toc398760095][bookmark: _Toc398760252][bookmark: _Toc398759939][bookmark: _Toc398760096][bookmark: _Toc398760253][bookmark: _Toc398759940][bookmark: _Toc398760097][bookmark: _Toc398760254][bookmark: _Toc398759941][bookmark: _Toc398760098][bookmark: _Toc398760255][bookmark: _Toc400897541][bookmark: _Ref400919447][bookmark: _Toc401500743][bookmark: _Toc400922407][bookmark: _Ref402469120][bookmark: _Ref402469209][bookmark: _Toc402543313]A4.5.1.3	Description of experiments and KPI measurements
All the experiments will be carried out indoor (laboratories or rooms suitable for this purpose) to solve all the issues due to the nature of the realized prototype (for the base band processing) by means of PXI chassis (systems generally used indoors). At the end of this phase of the project, if a logistic solution will be available and there will be enough time the possibility to perform a measurement campaign outdoors will be considered. The main problems for which it is necessary to find a solution would be:
•	How to install the prototype of the AP on top of a pole in safe way (both for equipment and for operators).
•	If only the base band equipment is placed at the base of the pole, arranging on top radio frequency devices, how to face the losses in the RF cables (PA and LNA).
•	The previous version can be changed using instead of RF cable, two coaxial cables: the first one for data transmitted and the second one for data received, both in analog format. In any case it is necessary to check the maximum length of these coaxial cables (losses).
•	Remote the RF part on top of the pole by means of an optical fiber but all the electro optical transducers are needed.
In general, except for the first case, all the other ones need the introduction in the original setup of additional hardware that must be integrated with the demonstrator.
[bookmark: _Toc400897542][bookmark: _Toc401500744][bookmark: _Toc400922408][bookmark: _Toc402543314]A4.5.1.4	Backhaul link in V-band and E-band
The figure below shows a block diagram overview of the demonstrator.
[bookmark: _Ref400628208][bookmark: _Toc401501639][bookmark: _Toc400922537][bookmark: _Toc402545060]FIGURE Q2‑3
High level description of backhaul demonstrator
[image: ]
Throughput, latency and SINR (by means of known pilots embedded in the stream of bits) will be evaluated. This analysis will be done with respect to the link budget checking the effect of the distance on performances and evaluating the backhaul range KPI. The latency obtained here is at MAC layer and some evaluations can be done to estimate the latency at the application layer. Values averaged over a time interval may better characterize this system.
As for reliability, an analysis can be done related to frequency redundancy and possible effects due to weather conditions. Simulating a failure in one of the two beams (using a physical obstacle or stopping the relative base band section) the system has to be able to operate also with a throughput reduction. Weather conditions can be emulated with an attenuation introduced in the radio link (reduction of transmitted power).
[bookmark: _Ref400696209][bookmark: _Toc400897543][bookmark: _Toc401500745][bookmark: _Toc400922409][bookmark: _Toc402543315]A4.5.1.5	Beamforming functionality for backhaul
In Figure Q2‑4 a possible setup is depicted for testing the beamforming on the backhaul. For sake of simplicity in this picture a horizontal configuration is considering but this description is still valid also for the case of a two-dimensional beamforming.
[bookmark: _Ref400627253][bookmark: _Toc401501640][bookmark: _Toc400922538][bookmark: _Toc402545061]FIGURE Q2‑4
Beamforming demonstrator for backhaul
[image: ]

The pole where the antenna is mounted relative to the AP, must be rotated keeping the segment joining the two antennas inside the scan angle (see picture above). Similar considerations also apply if the antenna is equipped with a beamforming in two dimensions placing the two antennas in the setup with different heights.
The test is carried out with the following steps:
1	Switch on the antenna side AP
2	Switch on the antenna side BS
3	Measuring the time necessary to establish a connection between the two antennas
4	Monitoring throughput, latency and SINR like in the previous case
The time interval obtained in the point 3 can be used to estimate the efficiency of installation and in operation KPI. The point 4 is useful to check the beamforming effect comparing these results with those obtained with fixed beam antennas. The same experiment can be repeated varying the angle α represented in Figure Q2‑4, searching the true scan angle for the specific AUT and analysing the performance of the system as a function of the α angle.
With this setup the capabilities of beam searching and beam steering of the antenna relative to the AP can be shown. Another feature to check in this type of system is the beam tracking which is useful if the access point may be subjected to vibrations. Manufacturers use specific vibration tables to qualify the antennas for base stations. These tables generate sinusoidal vibrations of which amplitude and frequency can be selected.
If this apparatus will be available, tests of beam tracking can be carried out placing the scan antenna on this vibrating table and verifying the ability to maintain the radio link. Ranges for amplitudes and frequencies of these vibrations can be searched where the AP does not degrade his performance.
[bookmark: _Toc400897544][bookmark: _Toc401500746][bookmark: _Toc400922410]Relatively to reliability, also for the previous case, all the phenomena reported which may cause outage must be considered and estimate their occurrence probability. In this way, it is possible to obtain a general value not strictly related to the period of the measurements.
[bookmark: _Ref402313117][bookmark: _Toc402543316]A4.5.1.6	Beamforming functionality for access
The beamforming functionality for the access link can be verified with a setup depicted in the Figure Q2‑5. 
[bookmark: _Ref400692883][bookmark: _Toc401501641][bookmark: _Toc400922539][bookmark: _Toc402545062]FIGURE Q2‑5
Beamforming demonstrator for access (single user).
[image: ]

Considering the possibility of moving the UE thanks to the trolley and its wheels and that, the propagation between the two antennas can be in LOS and/or NLOS, the available tests with this setup can be classified in:
•	Static LOS
•	Static NLos
•	Dynamic LOS
•	Dynamic NLOS
In each of these conditions, it is necessary to pay attention to the scan angle of the AP antenna, in order to allow the generation of a beam (LOS or NLOS). In all these cases it is possible to measure SINR and the end user capacity KPI sending and receiving files. Like for the backhaul range also here it is possible, with the link budget, to estimate the access range KPI tuning the transmitted power. By averaging the value of this KPI can be evaluated. Similar to the previous cases weather conditions can be emulated by means of attenuations. In the dynamic cases, if possible, record the speed and direction of the trolley could be of interest.
Specific beamforming capability can be evaluated in the static cases (beamforming search LOS and NLOS) and in the dynamic ones (beamforming tracking LOS and NLOS).
[bookmark: _Toc400897545][bookmark: _Toc401500747][bookmark: _Toc400922411][bookmark: _Ref402314974][bookmark: _Toc402543317]A4.5.1.7	Access link in V-band with multi-user configuration
How you can see in the picture below, this demonstrator is quite similar to the beamforming functionality for the access. 
[bookmark: _Toc401501642][bookmark: _Toc400922540][bookmark: _Toc402545063]FIGURE Q2‑6
Setup for access link with multi-user transmission.
[image: ]
[bookmark: _Toc400897546][bookmark: _Toc401500748][bookmark: _Toc400922412]
All the measurements and KPI are the same but obtained in a multi-user configuration. In this case it is possible also verify the effect of the interference that the beam related to the UE1 produce to the UE2 and vice versa. The results can be correlated with the angular separation of the two beams generated by the antenna of the AP.
[bookmark: _Toc402543318]A4.5.1.8	Final demonstrator
Finally, the four previous setups will be combined in order to verify, at the same time, all the features of the system. Obviously, the BH will be set with, at least, one antenna with beam control.
[bookmark: _Toc402535511]A4.5.2	MiWaveS summary on the millimetric small cell access points and backhaul system
The MiWaveS project follows a top-down approach, starting from the definition of the global system and its requirements in terms of network organization, frequency planning, technical and environmental specifications. The relevant electromagnetic field exposure regulations are summarized by the project as well.
Then, the access and backhaul links are investigated separately. In each case, the system definition is presented taking into account the performance objectives, the main features of the physical layer, and the global specifications of the main components (power levels, antenna performances) in order to derive typical link budgets showing the feasibility of the concept. Next, the architecture and specifications of the mmW modules, transceiver, antenna and sub-components are presented and analysed in view of the state-of-the-art of mmW technologies planned to be used in MiWaveS. 

[bookmark: _Ref402531328][bookmark: _Toc402535564]FIGURE Q3‑7
Reference architecture proposed for MiWaveS.
[image: ]
The reference system architecture considered in MiWaveS is illustrated in FIGURE Q3‑7. It relies on macro-cellular base-stations providing a global coverage to mobile users using the legacy radio access technologies (LTE, UMTS, etc.) in sub-6 GHz bands and introduces mmW small-cells enabling much higher throughput and traffic capacity to low-mobility users using a mmW radio access in the V band (57–66 GHz).   Each small cell exhibits a radius of up to 50 m and is served by one or several collocated APs arranged in independent sectors. Each of the four IEEE channels defined in the 57–66 GHz band are divided in eight 220-MHz sub-channels in order to benefit from enhanced performances such as a longer communication range and to enable an FDMA scheme of up to eight users per AP in the same IEEE channel. Considering a small cell divided in four sectors, a maximum of 32 simultaneous users may be accommodated in FDMA; of course, a much larger number of users can be served in TDMA. The link budget analysis, taking into account an availability of 99.9% with respect to climatic conditions (rain falls), shows that maximum downlink and uplink data rates of 7 Gbps and 3.8 Gbps, respectively, can be provided for users located at a short distance from the AP and benefiting from the maximum bandwidth allocation. Users located near the cell edge and having a single sub-channel allocation will still benefit from a minimum data rate of 300 Mbps in downlink and 150 Mbps in uplink.
Assuming a massive and dense deployment of mmW small-cell APs, wireless backhaul technologies are required to provide a cost-efficient and high-capacity interconnection of the APs and the core network (FIGURE Q3‑7). MiWaveS investigates the implementation of wireless backhaul using the unlicensed spectrum available in the V band (57–66 GHz) and the light-licensed spectrum of the E band (71–76 GHz, 81–86 GHz). The proposed frequency plan uses the
 four 2.16-GHz IEEE channels of the V band and the 250 MHz channelization plan proposed by ETSI standard in the E band. The V-band backhaul system is shown to be able to provide a maximum data rate of 28 Gbps over a distance of 100 m with an availability of 99.9%.
[bookmark: _Ref389549088][bookmark: _Toc397534121]

Based on the specifications, feasibility studies and analysis, the work-packages 2, 3, and 4 of MiWaveS project will further investigate the proposed transceiver and antenna concepts, as well as the beam-steering/beam-switching algorithms to develop and implement the suitable technologies and proof-of-concept demonstrating the feasibility and performances of the mmW small-cell heterogeneous network proposed by MiWaveS consortium.
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