Draft Report of IETF-3GPP Workshop on IPv6 in cellular networks

Version 0.0.1


TSG SA Meeting #46
SP-100120

22 - 25 March 2010, Vienna, Austria

IETF-3GPP Workshop on IPv6 in cellular networks
DRAFT REPORT

San Francisco, USA, 1 - 2 March, 2010

Source:
Maurice Pope, ETSI MCC, 3GPP Support

Title:
Draft Report of IETF-3GPP Workshop on IPv6 in cellular networks

Document for:
Information

Status:
Draft version 0.0.1

Contents

21
Opening of the Workshop - 09:00 on Monday 1 March

Welcome speech from the host
2
2
Approval of the agenda
3
2.1
3GPP IPR Call Reminder and IETF Note Well Statement
4
3GPP IPR Call Reminder
4
IETF Note Well Statement
4
3
IPv6 deployments - operational experience and state of the art
5
4
Review of IPv6 deployment scenarios
14
5
Review of IPv6 transition solutions and gap analysis
17
5.1
Solutions enabling IPv6 migration
17
5.2
Gap analysis of scenarios and solutions
29
6
Summary and way forward
35
7
Close of the Workshop
36
Annex A:
List of attendees
37


1
Opening of the Workshop - 09:00 on Monday 1 March

The Workshop Chairmen, Mr. Fred Baker, and Mr. Balazs Bertenyi opened the meeting which was hosted by the China Mobile USA Research Center, in San Francisco, California, USA.

Welcome speech from the host

TD IPW100043 Welcome to 3GPP & IETF IPv6 Migration Workshop. The welcome speech and presentation was given by Mr. Bill Huang, China Mobile.

Welcome and Thanks

-
3GPP and IETF includes Chairman, Area Directors and Experts

-
More than 20 Operators from Mobile, Fixed, Cable and Broadband

-
Major Telecommunication and Internet Vendors including  Service Provider, Content Provider

-
Academic Research

-
More than 120 Top IPv6 Experts all over the World

China Mobile Overview:

-
Largest Mobile Operator (NYSE: CHL)

-
By Subscribers (527M), Base Stations (550K), and Network Capacity (1B).

-
Best Coverage of Any Mobile Operator

-
99.7% of Population, Most Urban Elevators and Basement.

-
Mount Everest Peak, Every Village in China, Highest Call Density in the World (The Bird Nest)

-
Most Active in IP Convergence

-
First to Deploy Softswitch for Mobile (GSM, now 3G)

-
Largest Ever Plan to Deploy All-IP network

China Mobile Research Institute Overview:

CMRI is the R&D Centre of China Mobile, Covering End-to-End Total Solutions:


Wireless

Services

Network
Internet
Market Research


Testing & Evaluation

Terminal & Card

China Mobile USA Research Center Overview:

-
Leadership for CMCC in new technology and new services research; Provide technology visions; Propose technology and service  R&D strategies

-
Enhance CMCC int'l standardization works; Present in the  int'l technical conf. on behalf of CMCC; Improve CMCC technology influences in the industry

-
Leverage the  advantages of USRC to deepen the collaborations between CMCC/CMRI and 3rd parties; Strengthen the global support to CMCC key projects

Our Vision:

-
IP Based Full Services Network

-
Smart Phones and Mobile Internet Services

-
Convergence of All Terminal Devices

-
Future of Mobile Network and Internet of Things

-
Closer Collaboration between 3GPP and IETF

Our IP Problem is Dire – Can IPv6 Save It?

-
CMCC is facing the Issue of IPv4 Address Exhaustion, Especially with New Services Deployment, e.g. M2M, Always Online Services.

IPv6: To Be, or Not to Be!

-
IPv6 Host Expansions is the Key! 

-
Real IPv6 Deployment Solves IP Address Problem by Providing True IPv6 Addresses to Hosts

-
Real IPv6 Deployment Expands IP with IPv6 Network Without Dependence of Dual Stack. NAT44 Enhancement is Not the Right Solution for IPv6 Transition

-
Real IPv6 Deployment Allows the Creation of True IPv6 Services While Maintaining Compatibility with IPv4


We Need to Work Together to Come Up with IPv6 Solutions, Not IPv4 Patchwork.

IPv6 and LTE - New Network!

-
Both LTE and IPv6 Represent the Best Next Generation Migration Opportunity

-
LTE Will Be the Next GSM and Will Be Widely Deployed Globally

-
Only IPv6 Can Support the Need of LTE Network

-
We Must Act Now and Quickly!

Challenges and Opportunities of Mobile Internet:

-
2013: Mobile Internet User > Computer Internet User

-
Mobile Internet could provide high-speed Internet service.

-
2.9 billion 2G users,  >50Kbps

-
310 million 3G users,  >384bps

-
Most Mobile Internet Users will go through 3GPP Architecture, We Need Re-Think the Basic of Internet

-
CMRI Proposes and Contributes in Multiple Research Directions to Achieve Mobile Internet Successfully

	IP Address
	Identifier
	Internet of things
	IP Model

	IPv6, today's workshop IETF ALG BarBoF
	DNS design For Mobile Internet
	IETF  lightweight TCP/IP BarBOF for M2M
	IP Model Design For Multiple Connections


IPv6 Bring IETF and 3GPP Together:

-
China Mobile Successfully held IPv6 Migration Workshop in China at Nov. 5/6 2009, Which is the Footstone of Workshop Today

Suggestions on Closer Cooperation:

-
More Cooperation Between 3GPP and IETF on Mobile Internet Beyond IPv6 Migration

	3GPP
	
	IETF

	-
Scenarios

-
Operator's Requirements

-
Dominate Mobile Network
	
Liaison
Teleconference
	-
Solutions

-
Internet Protocol Design

-
Pioneer in Internet Protocol


Suggested Hot Topics: Mobile Internet and Internet of Things


3GPP
IETF

-
Workshop
Benefit for Internet

-
Mutual Understanding
‑>
Benefit for Operator

-
Improve the Technologies
Benefit for Innovation

-
Enhancement of Standardization Make Things Work

Conclusions:

-
IPv6 Migration has been Slow. It could be either Technology Issue or Demand Issue.

-
China Mobile believes in IPv6 Migration. "Real" IPv6 Migration solutions MUST be given Higher Priority.

-
Mobile Network and Internet Should Learn from Each Other for Migration Strategy.

-
China Mobile is actively Developing Real IPv6 Migration Solution.

Discussion:

Mr. Bill Huang, China Mobile was thanked for the welcome speech which was noted.

2
Approval of the agenda

TD IPW100001 Draft agenda for the workshop. This was provided by the Workshop Chairmen (Mr. Fred Baker, and Mr. Balazs Bertenyi).
Discussion and conclusion:

The agenda had been sub-structured to add items 5.1 and 5.2, as shown in this report. The agenda was agreed.

2.1
3GPP IPR Call Reminder and IETF Note Well Statement

3GPP IPR Call Reminder


The Chairmen of the meetings made the following call for IPRs, and asked ETSI members to check the latest version of ETSI's policy available on the web server:


The attention of the delegates to the meeting of this Technical Specification Group was drawn to the fact that 3GPP Individual Members have the obligation under the IPR Policies of their respective Organizational Partners to inform their respective Organizational Partners of Essential IPRs they become aware of.


The delegates were asked to take note that they were thereby invited:


-
to investigate whether their organization or any other organization owns IPRs which were, or were 

likely to become Essential in respect of the work of 3GPP.


-
to notify their respective Organizational Partners of all potential IPRs, e.g., for ETSI, by means of the 

IPR Statement and the Licensing declaration forms (http://webapp.etsi.org/Ipr/).
IETF Note Well Statement

Note Well

Any submission to the IETF intended by the Contributor for publication as all or part of an IETF Internet-Draft or RFC and any statement made within the context of an IETF activity is considered an "IETF Contribution". Such statements include oral statements in IETF sessions, as well as written and electronic communications made at any time or place, which are addressed to:

*
The IETF plenary session

*
The IESG, or any member thereof on behalf of the IESG

*
Any IETF mailing list, including the IETF list itself, any working group or design team list, or any other list functioning under IETF auspices

*
Any IETF working group or portion thereof

*
The IAB or any member thereof on behalf of the IAB

*
The RFC Editor or the Internet-Drafts function

All IETF Contributions are subject to the rules of RFC 5378 and RFC 3979 (updated by RFC 4879).

Statements made outside of an IETF session, mailing list or other function, that are clearly not intended to be input to an IETF activity, group or function, are not IETF Contributions in the context of this notice.

Please consult RFC 5378 and RFC 3979 for details.

A participant in any IETF activity is deemed to accept all IETF rules of process, as documented in Best Current Practices RFCs and IESG Statements.

A participant in any IETF activity acknowledges that written, audio and video records of meetings may be made and may be available to the public.

3
IPv6 deployments - operational experience and state of the art

TD IPW100007 TR 23.975-031: 3rd Generation Partnership Project; Technical Specification Group Services and System Aspects; IPv6 Migration Guidelines; (Release 10) (3GPP SA WG2).
Introduction: With the depletion of IPv4 addresses and the development of data service, demands for deploying IPv6 are higher than before. This document analyzes different IPv6 migration scenarios and applicable mechanisms as well as identifies impacts on 3GPP network elements.
Scope: The technical report identifies various scenarios of transition to IPv6 and co-existence of IPv4 and IPv6, deployment options and impacts on 3GPP network elements. In particular:
-
Identify the transition and co-existence scenarios of interest for operators and the respective assumptions and requirements.
-
Analyze existing IP address allocation mechanism for IPv6 migration if necessary.
-
Investigate IPv6 transition mechanisms for the scenarios identified during the study and investigate their 

applicability for 3GPP network, and identify the compatibility among applicable transition mechanisms.
-
Identify any impact on 3GPP network elements.
-
Provide recommendations on IPv6 transition and co-existence of IPv4 and IPv6 and identify if any 

normative work is needed.

Discussion and conclusion:

Mr. Balazs Bertenyi explained the status of a Technical Report (TR) in 3GPP as an informative document which has no normative impact on specifications as such. This TR was provided for information and was noted.

TD IPW100008 IPv6 in 3GPP Evolved Packet System <draft-korhonen-v6ops-3gpp-eps-00.txt> (J. Korhonen, Ed. J. Soininen, Nokia Siemens Networks; B. Patil, T. Savolainen, G. Bajko, K. Iisakkila, Nokia).

Abstract: The increased use of data services, growth of subscribers in 3GPP based mobile networks, and the impending exhaustion of available IPv4 addresses from the registries is driving the need to specify the transition to IPv6 solutions in 3GPP network architectures. This document describes the support for IPv6 in 3GPP network architectures and a solution to transition to IPv6 using a dual-stack approach.

Discussion and conclusion:

This was introduced using the presentation Slides in TD IPW100048:

TD IPW100048 IPv6 in 3GPP Evolved Packet System. I-D: <draft-korhonen-v6ops-3gpp-eps> (Nokia Siemens Networks Nokia).

Basic Evolved Packet System Architecture:

-
Architecture supports EUTRAN and legacy 2G/3G accesses as well

-
PtP link is established between the UE and the P-GW

-
User-plane traffic always tunneled over the transport network.

-
User-plane addressing independent of transport network addressing and IP versions.

PDN Connection:

-
A PDN Connection is an association between an UE and a PDN, represented by one IPv4 address and/or one /64 IPv6 prefix

-
A PDN is identified by an APN

-
Each PDN is accessed via a PDN-GW

-
A PDN is responsible for the IP address/prefix management for the UE.

-
On an UE a PDN Connection is equivalent (or visible to an IP stack) as a virtual network interface.

-
Pre-Release-8 "equivalent" for a PDN Connection is the PDP Context (used in GPRS).

EPS Bearer Model:

-
A logical concept of a bearer has been defined as an aggregate of one or more IP flows related to one or more services.

-
The EPS bearer is between the UE and the PDN-GW, and used to transport IP (v4 and/or v6) packets 

-
The UE performs the binding of the UL IP flows and the PDN-GW performs the binding of the DL IP flows

Access Point Name concept:

-
UEs and network use APNs to identify a network (e.g. internet, corporate  intra-network, etc) and to some extent the associated services in that  network.

-
APNs are piggybacked on the administration of the DNS namespace.

-
During the connection (bearer) setup, APNs are used (by SGSN/MME) to  discover the gateway (GGSN/PDN-GW) that provides the IP connectivity  to the network identifier by the APN.

Address Management:

-
IPv4 Address Configuration.

-
Two methods: DHCPv4 or within the EPS bearer setup signaling (the common way)

-
DHCP is optional on both the UE and the P-GW

-
IPv6 Address Configuration.

-
One method: Stateless Address Autoconfiguration after the bearer setup.

-
A single /64 prefix is only supported

EPS Bearer Types:

-
IPv4 only bearer.

-
The bearer is configured with one IPv4 address.

-
The link is "IPv4 only".

-
IPv6 only bearer.

-
The bearer is configured with one /64 prefix.

-
The link is "IPv6 only".

-
IPv4v6 bearer.

-
The bearer is configured with both IPv4 address and one /64 prefix.

-
New bearer type since Release-8.

-
The link is "dual-stack".

-
V4v6 bearer type is the default in Rel‑8 and beyond

-
Rel‑9 has also introduced the DS PDP context type for UTRAN and EDGE

Dual-Stack Approach for IP Access:

-
Networks prior to Release-8

-
Dual-stack connectivity possible by opening two parallel PDP Contexts of types IPv4 and IPv6.

-
Shows up as two separate interfaces to the IP stack.

-
Networks from Release-8 onwards.

-
A single IPv4v6 PDN Connection in addition to having separate v4 and v6 PDN connections.

-
Shows up as one interface with both IPv4 and IPv6 addresses to the IP stack (with v4v6 type).

A live example:

-
The DS approach is demonstrated using a Nokia N900 device using the T-Mobile USA network. For details:
http://people.nokia.net/~patil/Nokia/N900-IPv6/

Summary/Conclusion:

-
3GPP networks support IPv4 and IPv6 connectivity in EPS and earlier architecture

-
Type v4v6 PDN connection is optimal for providing a UE with DS connectivity

-
Transition to IPv6 via the DS approach ensures that legacy devices and services do not suffer from service disruption and hence a pragmatic solution.

Discussion:

Comcast asked what the expected capacity of a PDN. It was clarified that the PDN should be able to handle millions of connections. It was also clarified that the NAT would normally be in the GGSN, but this is a deployment issue. Comcast asked whether the cellular device is expected to remain a single device or whether it could be a home gateway with a number of devices behind it. It was clarified that the home Gateway scenario is not ruled out. It was clarified that currently 3GPP can handle IPv4 and IPv6 PDP contexts. It was asked how the application would select which PDP context to use. Ericsson reported that the application can be configured to select the APN with the appropriate IP version. China Mobile asked what the incentive is to move towards IPv6 and to phase out IPv4 devices. Nokia Siemens Networks explained that this would be a natural progression of devices when IPv6 is supported. China Mobile commented that not all application developers should be forced to use IPv6 but the IPv4 applications need to be steered towards IPv6 and the IP version used is transparent to the application user, also that if IPv4 dual stack is built into terminals then traffic will continue to use IPv4 in the future and IPv6 will not become a significant part of the IP traffic.
Nokia Siemens Networks were thanked for their presentation, which was noted.

TD IPW100044 3GPP APN concept: Tutorial (Ericsson, ST-Ericsson).

APN explained to a six-year-old:

-
You ask for a menu name (APN) to tell what kind of food(connection) you want.

-
Sometimes your mommy(operator) decides for you and sometimes you only get to choose from the kids menu(subscription limit) 

Why APN?

-
UEs and network use APNs to identify a Packet Data Network (e.g. internet, corporate, intra-network, etc) and to some extent the associated services provided by this network. (internet, mms, etc)

-
 APNs are piggybacked on the administration of the DNS namespace.

-
 During the connection (bearer) setup, APNs are used (by SGSN/MME) to identify the gateway (GGSN/PDN-GW) that provides the IP connectivity to the network identified by the APN.

What is APN?

-
APN (Access Point Name) is a string of DNS type, which was first introduced in GPRS networks to be used for different purposes in 2G/3G

-
Examples: mms.telia.se, ims.operatorx.com, internet

-
It is resolved within GPRS/EPC internal DNS servers, not connected to the DNS hierarchy in Internet 

-
In 3GPP document you can find the following DNS zones

-
gprs. (legacy)

-
3gppnetwork.org. (3GPP Release 8+)

-
IETF has requested 3GPP not to use gprs. except to support legacy implementations

-
Resolving for an APN called "mms.telia.se" would look at the FQDN

PDP Context Activation:

-
How to Locate Correct GGSN by use of APN

-
SGSN resolves an Access Point Name (APN) into the IP address for the GGSN connected to the target network.

-
The GGSN uses the APN name to find the correct interface/VPN/tunnel on Gi.

-
Load sharing between GGSN if Single APN

-
SGSN loadshares users between GGSNs.

-
Corporate access over Internet

Note: One APN may point to several GGSNs
Background - additional usage of APN mechanism

-
Service differentiation:

-
Operators are today also using the APN mechanism to distinguish between different services

-
Example: One APN for MMS, and one for WAP

-
Charging:

-
The APN is present in CDRs, used for charging purposes

-
Example: MMS are charged by MMS by the MMS server, and all CDRs with APN=MMS are zero-rated

-
Admission control:

-
GW may restrict the number of simultaneous users for each APN

-
Subscription

-
Operators may include the "supported APN" on user's subscription data in HSS

-
QoS differentiation:

-
Operators may have the APN and associated QoS parameters in HLR for a subscriber. This give the operator the possibility to allow streaming only for one APN, and allowing best effort for another.

-
Corporate Access:

-
The operator provides a specific APN to smaller corporate networks who doesn't want to install VPN solutions, and can thereby provide added value

-
I-WLAN:

-
I-WLAN is using W-APN to mimic the APN usage in GPRS (uses pub.3gppnetwork.org. domain)

-
Local breakout:

-
Local breakout is possible today by having one APN for home network use and one for visited network use, but will then require two IP addresses

Discussion:

It was asked why many operators use single (default) APN. It was explained that there is a danger of the end-user configuration being incorrect and this is avoided by using the Default APN. TeliaSonera reported that provisioning of multiple APNs can cause operators problems with services, such as SMS, and the multiple APN option is usually only used for Corporate customers. Ericsson were thanked for this presentation which was noted.

TD IPW100045 IP ADDRESS ALLOCATION IN 3GPP MOBILE PACKET NETWORKS: Tutorial focused on Dual-Stack PDN type IPv4v6 (Ericsson).

To order from the 3GPP IP-address menu you have to speak 3GPP and a little IETF :-)

Introduction:

-
3GPP specifications defines IP allocation mechanisms for terminals (MS/UE) like handsets, smartphones and laptops to obtain IP connectivity

-
IP allocation uses both user plane (data path) and control plane transport of the mobile core 

-
A MS/UE can request IPv4 address, IPv6 prefix or both at the same time

-
IPv4 address and IPv6 prefix is assigned during connection activation. IPv4 address allocation can also use deferred allocation

-
Currently IPv6 prefix length assigned is /64

-
A MS/UE can only request one IPv4 address and/or IPv6 prefix per connection however it can request multiple connections 

-
Both 3GPP specific methods and IETF defined methods like DHCP and IPv6 SLAAC gets the job done

IP allocation sources and mechanisms:

IP address sources and allocation methods used by GGSN/PDN-GW:

-
GGSN/PDN-GW obtains the IP address for the MS/UE using:

-
External methods– PDN interworking sources (External PDN Address Allocation)

-
Radius

-
DIAMETER

-
DHCP

-
Internal Mobile Packet Core sources 

-
Local Pool (GGSN/PDN GW Internal Configuration)

-
HLR/HSS Subscriber data

UE IETF-based IP address/prefix allocation methods used by PDN GW:

-
The following IETF-based IP address/prefix allocation methods are specified for EPS:

-
/64 IPv6 prefix allocation via IPv6 stateless address autoconfiguration – SLAAC* (Indicated to UE by RA M-flag cleared)

-
IPv4 address allocation and IPv4 parameter configuration via DHCPv4

-
IPv6 parameter configuration via stateless DHCPv6 only



*IPv6 bearer-setup (and associated signalling) is decoupled  from IPv6 address assignment

IP allocation scenarios:

Chosen IP Allocation Scenarios:

-
Initial Attach PDN Connection 

-
EPS RADIUS/DIAMETER

-
3G SGSN Release 8 RADIUS/DIAMETER

-
User plane UE DHCP client configuration

-
EPS UE DHCP

-
EPS UE IPv6 parameter configuration via DHCPv6

Initial Attach IP address allocation:

-
EPS - GTP - RADIUS/DIAMETER (See slide)

-
3G Case - GTP – RADIUS/DIAMETER (See slide)

Mobile Packet Core DCHP Interworking with PDN

UE client DHCPv4 IP address allocation

-
DHCP usage in Mobile Packet Core

-
Mobile Packet Core Interworking with PDN

-
PDN GW DHCP acts as a Client towards PDN DCHP servers. 

-
DHCPv4 IP address and additional configuration parameters 

-
DHCPv6 IPv6 Prefix and additional configuration parameters

-
UE DHCP client configuration

-
DHCPv4 IP address and additional configuration parameters*

-
DHCPv6 IPv6 additional configuration parameters only


*
UE DHCPv4 Rapid Commit option may be used if supported by the network

How is UE DHCPv4 usage indicated?

-
The UE can indicate UE DHCPv4 IP address allocation by indication within PCO IE (Protocol Configuration Options) 

-
PCO additional parameters container identifier 000BH (IPv4 address allocation via DHCPv4) 

-
The Network can indicate UE DHCPv4 IP address allocation by setting the PDN Address to 0.0.0.0 and sending it to the UE 

EPS - GTP – UE DHCP (See Slide)

EPS - IPv6 parameter configuration via DHCPv6 (See Slide)

-
A UE may also perform DHCPv4 parameter configuration if needed

Router Advertisement:

Router Advertisement (RA) in GPRS and EPC:

-
In GPRS and EPC some particular conceptual router configuration variables have been given 3GPP specific default values that supersede those in RFC 2461 

-
To lower power consumption and preserve radio resources values for the following variables have been derived:

-
MaxRtrAdvInterval


Shall have a default value of 21 600 s (6 h).

-
MinRtrAdvInterval


Shall have a default value of 0,75 × MaxRtrAdvInterval i.e.16 200 s (4,5 h).

-
AdvValidLifetime and AdvPreferredLifetime

Shall have a value giving Prefixes infinite lifetime, i.e. 0xFFFFFFFF. The assigned prefix remains Preferred until PDP Context/Bearer Deactivation.

-
To provide for better robustness and fast user-plane set-up time even in bad radio conditions values for the following constants have been derived:

-
MAX_INITIAL_RTR_ADVERT_INTERVAL


May be a variable within GPRS and EPC. Can gradually increase (exponentially or by some other means) with the number of initial RA sent. Enable a fast set-up in most cases, while still allowing robust set-up even in case of bad radio conditions or slow response time, without having to send a large number of initial RA.

-
MAX_INITIAL_RTR_ADVERTISEMENTS


This is the number of Router Advertisements sent during the initial phase. The value of this constant shall be chosen carefully, and in conjunction with MAX_INITIAL_RTR_ADVERT_INTERVAL, so as to not overload the radio interface while still allowing the MS/UE to complete its configuration in a reasonable delay. For instance, the default value could be chosen so that initial RA are sent for at least 30 s. 

Discussion:

Ericsson were thanked for this presentation, which was noted.

TD IPW100035 A pragmatic approach of understanding IPv6 deployment related terminology <draft-garneij-ipv6-deployment-terminology-01> (Ericsson).

Introduction:

The document is intended to serve as a reference to IPv6 deployment related terminology.

It is not the purpose of the document to introduce any new terminology into this area but only to provide definition of already existing and established terminology.

So what triggered this work?

-
Use of IPv6 Migration VS IPv6 Transition

-
Trying to explain the IPv6 Migration process

-
So what can we agree on?


Current Definitions:

-
IPv6 Deployment

-
IPv6-only Node

-
IPv6-only Network

-
IPv6-only Application

-
IPv6 Migration

-
IPv6 Migration Strategy

-
IPv6 Transition 

-
IPv4-IPv6 Interconnection

-
IPv4-IPv6 Interworking


IPv6 Deployment

-
IPv6 Deployment is the process of introducing IPv6 capabilities within a network or service (e.g., DNS, VoIP) environment, be it an environment where IPv4 is in use and/or the two IP versions co-exist or in a "Greenfield" deployment with no prior IP infrastructure.

-
IPv6 Deployment in co-existence with an IPv4 environment may or may not have the goal of completing an IPv6 migration.

-
IPv6 Deployment can be discussed from a node capability perspective as well as from an application capability perspective.


IPv6 Migration

-
IPv6 Migration is the process of switching from an IPv4-only mode to an IPv6-only mode in a network or a service realm. Several intermediate steps can be implemented based on the local policies of   the administrative entity which undertakes the IPv6 migration.


In particular:

-
Co-existence phase: refers to the phase where both IPv4 and IPv6 capabilities are enabled and are in use.

-
Transition point: refers to a point in time when you turn IPv4 off, leaving the transitioning entities IPv6-only in the IPv6 Migration process.

Co-existence phase:
Live Demo
(See Slide)

Transition point:
Live Demo
(See Slide)

IPv6 Transition:

-
IPv6 Transition defines the task of making the transition of a network to IPv6-only as the final stage of the IPv6 Migration process.  

-
IPv6 Transition Mechanisms [RFC4213] are designed to enable transition and to support IPv6 hosts and routers that need to interoperate with IPv4 hosts and utilize IPv4 routing  infrastructures.

The evolution of IP:

-
IP has an evolution path, lets not jump ahead. There will be branches for sure, some will die and some will live on, time will tell ...

Discussion and conclusion:

Ericsson were thanked for this presentation, which was noted.

TD IPW100042 IPv6 Deployment Related Terminology <draft-garneij-ipv6-deployment-terminology-01> (F. Garneij, Ericsson) 
Abstract: When discussing deployment matters related to IPv6, a first hurdle which is encountered is the lack of common terminology or at least basic terms used in various fora. As a contribution in this area, this document identifies and proposes a set of terms and their definitions.

Discussion and conclusion:

This was provided as part of the presentation in TD IPW100035 and was noted.

TD IPW100010 IPv6 Deployment Guidelines <draft-arkko-ipv6-transition-guidelines> (J. Arkko, Ericsson; Fred Baker, Cisco Systems).

Outline:

-
Introduction

-
Principles

-
Deployment Models

-
Native Dual Stack

-
Connecting IPv6 Islands

-
IPv6-Only Core

-
Unilateral Deployment

-
Applying this to 3G

Reasons for Writing This Document:

-
Numerous ways to deploy IPv6

-
Ongoing work in the IETF to developed new deployment tools

-
Confusion about what tools are needed


Disclaimer: This draft is a personal opinion but based on what IETF has adopted as standards track mechanisms and history of discussions in various IETF working groups

Goals:

-
Continued growth of the networking industry and deployment of Internet technology at relatively low capital and operational expense

-
This is at risk with IPv4 due to the address runout
-
IPv4 clearly will not scale to meet our insatiable requirements, the primary technical goal is the global deployment of IPv6

-
... and obsoleting IPv4

-
... and obsoleting any transition tools

Now You Got Me Scared – Is It Painful?

-
Major networks have done this surprisingly easily (Google, Free, various transit operators, etc.)

-
Generally speaking, all the technology exists and most of the effort is practical – network component choices, network management, planning, implementation

-
Maybe we should flip the switch and spend less time talking about it

-
There are issues, such as making sure that firewall or the accounting server supports IPv6

-
But the process can generally be handled as a part of the normal network evolution process

Co-Existence with IPv4:

-
Most networks care about co-existence with IPv4 for some period of time:

-
It is important to be able to reach the IPv4 Internet

-
Or you need to allow legacy IPv4 devices

-
There may be exceptions – such as an all-new sensor network that only needs to communicate with its own servers

-
In these exceptional situations there absolute control by a central authority – for most networks such control is unattainable

Principles:

-
Solutions must turn on IPv6 and cause it to be used


Something that lets us delay this is not a solution

-
Solutions must enable communication


This is silly and basic, but solutions really need to work


Optimizations are not so important (and transition is temporary anyway)


Perfect is the enemy of good

-
Solutions must not leave unnecessary baggage once transition to IPv6 has been completed


"Temporary" changes to IPv6 are undesirable

-
Solutions must be reliable and maintainable


Networks need to be maintained, serviced, diagnosed and measured

Lessons from Deploying the Internet:

-
Internet was successful because of

-
A valuable service, connectivity

-
Incremental deployability
-
Simplicity of the technical solutions

-
Robust interoperability vs. mere correctness

-
Openly available implementations

-
Scalable architecture (limits hit much later)

Common Deployment Models:

-
I will talk about these models for IPv6 deployment:

-
Native Dual Stack

-
Connecting IPv6 Islands

-
IPv6-Only Core

-
Unilateral Deployment

-
These are the current recommended models:

-
They are supported by standard IPv6 mechanisms

-
There is also significant practical experience from the first two deployment models

Other Deployment Models:

-
Other models are possible, but generally not recommended

-
There is far less experience about their use, there are no supporting standards, and there can be issues

-
There are also deployment models and tools that are known to be problematic

-
NAT-PT (rationale in RFC 4966)

-
NAT646

Native Dual Stack:

-
Turn on both IPv4 and IPv6

-
RFC 4213

-
Makes minimal assumptions about the capabilities of the communicating hosts

-
Maximizes connectivity

-
Native connectivity minimizes MTU problems

-
This is the recommended default deployment model, suitable for many different types of networks

Challenges in Native Dual Stack:

-
There are three challenges, however:

-
Actual use requires all participants have IPv6


Hard to ensure this universally, but as shown by the YouTube case, upgrading significant global destinations can have a major effect

-
Operational advice: enroll in Google over IPv6 and similar programs

-
Bad IPv6 connectivity upstream can lead to long timeouts in applications


Content providers generally employ opt-in at this time; this is expected to improve with the quality of IPv6 routing and better application APIs

-
Not enough public IPv4 addresses to number all devices


Dual stack + NAT44 is a very common model


Where private address space is insufficient other mechanisms may also be employed (overlapping private address space, per-interface NAT bindings)

Connecting IPv6 Islands:

-
Tunnelling can establish IPv6 connectivity over IPv4

-
Manually configured tunnels (RFC 4213), automatically setup tunnels (RFC 4380), VPN (RFC 4301) or mobility tunnels (RFC 5555), Softwire mesh-based tunnels (RFC 5565)

-
Tunnelling is very widely used technology, and the world has learned to use it well – minor challenges include MTU issues and in some cases, the possibility of configuration mistakes

-
For communication between IPvX peers over IPvY network, the recommended model is tunnelling, not translation

IPvX-IPvY-IPvX Scenario Comparison:

Double Translation
Encapsulation

Gets IPv6 Deployed
Gets IPv6 Deployed

Enables communication?
Enables communication

Deploys IPv6 unchanged
Deploys IPv6 unchanged

Reliability & maintainability?
Reliability & maintainability

Issue: translation requires gateway code
Issue: standard MTU problems
for some applications
similar to VPNs

Has similar issues to NAT44
We have solutions for that


X

\/
IPv6-Only Core:

-
An emerging deployment model is for a service provider to use an all-IPv6 core network and provide IPv4 services as an overlay on top of it

-
Makes it possible to address any number of devices, share public IPv4 addresses between subscribers, and to simplify the network

-
Dual Stack Lite (draft-ietf-softwire-dual-stack-lite) is the recommended transition mechanism for this

-
Employs tunnelling and NAT44 as components

-
Other tools exist as well (GTP in 3G networks)

Unilateral Deployment:

-
It is possible to break the constraint that everyone between two peers has to upgrade to IPv6 in order to actually use IPv6

-
This is useful when there is an IPv6-only network and a need for it to communicate with the IPv4 Internet

-
The reason for an IPv6-only network can be a desire to test such a configuration, the desire to simplify the network, or the desire to avoid effects of NATs and overlapping address space

-
An IPv6-only network sets strict requirements on how well controlled the network is

-
Translation is the recommended mechanism for this model (draft-ietf-behave-*)

Application to Cellular Networks:

-
First observation: we need more focus on practical aspects – much of the technology exists, we need to turn it on

-
Second observation: the 3GPP architecture is great from an IPv6 deployment perspective

-
Mobility tunnels separate underlying networks and user traffic

-
Can progress IPv6 deployment independent on each

-
Protocols and network product support dual stack

-
Third observation: A lot of implementation and specification effort already – needs to be complemented by actual commercial usage

-
Fourth observation: deployment model applicability

-
Native dual stack: its there – next step turning on

-
Connecting IPv6 islands: not relevant

-
IPv6-Only Core: being pursued by operators

-
New specification work may not be needed

-
Unilateral deployment: maybe more relevant later

-
For now, it seems very important to support

(a)
IPv4 Internet destinations

(b)
Hosts that cannot yet do IPv6

-
But turning off of IPv4 is the logical next step after dual stack

Discussion:

Internet Society asked if there were issues with operators taking different approaches to this. It was clarified that this would cause problems, especially in roaming scenarios.
It was asked whether the aim is to discourage the use of IPv4. It was explained that it is more to encourage the use of IPv6 in order to aim for services to migrate to IPv6 over time (it was reported that current IPv6 internet deployment is less than 3%). It was suggested to make the use of IPv6 very easy to make this a favourable option for services but not to work on making it difficult to continue use IPv4, as this will meet with resistance.
It was clarified that the IPv6 Core referred to here meant the Core service providers equipment rather than user equipment or the Internet itself. Deutsche Telekom commented that there was an interest from many operators to use IPv6 which has already been deployed in some networks and terminals. Deutsche Telekom also commented that it is important to define what type of roaming is meant when talking about roaming issues.

J. Arkko (Ericsson) was thanked for the presentation, which was noted.

TD IPW100016 Mobile Networks Considerations for IPv6 Deployment <draft-koodli-ipv6-in-mobile-networks-00.txt> (Rajeev Koodli, Cisco Systems).
Abstract: Mobile Internet access from smartphones and other mobile devices is accelerating the exhaustion of IPv4 addressing. IPv6 is widely seen as crucial for the continued operation and growth of the Internet, and IPv6 is critical in mobile networks. This document discusses the issues that arise when deploying IPv6 in mobile networks with their own unique architecture and deployment models.

A presentation was given for this document:

Mobile Networks Considerations for IPv6 Deployment (Rajeev Koodli, Cisco Systems)

Outline:

-
Public and Private IPv4 Exhaustion

-
NAT Placement

-
IPv6-only Deployments

-
Fixed-Mobile Convergence

-
Summary 

-
http://tools.ietf.org/html/draft-koodli-ipv6-in-mobile-networks-00

LTE/SAE Architecture (See Slide)

IPv6 Transition (See Slide)

Address Exhaustion:

-
LTE/SAE Architecture requires always-on connection, which, along with 

-
Mobile Internet Growth, and 

-
Depletion of IANA '/8' blocks leads to


Public IPv4 address exhaustion

-
In the interim, there is a need for delaying the IPv4 exhaustion as IPv6 is being introduced

-
Need for IPv4 translation

-
Providers can introduce IPv6 using PDP/PDNs for their own services and applications

-
Private IPv4 address assignment is tied to the respective PDP/PDN management

NAT Placement in the mobile network:

-
Need for correlating NAT bindings with subscriber session management state ("subscriber management")

-
QoS, Policy

-
Usage records (for billing and accounting)

-
'Centralized' NAT

-
Gateways share a common NAT (e.g., on the BR)

-
Need for supporting overlapping private IPv4 address within and across gateways, i.e., two or more UEs attached to the same gateway can share the same private IPv4 address

-
Need to support extensions to correlate NAT bindings with usage records

-
'Distributed' NAT

-
Each gateway has a NAT functionality and manages its own (NET10) address pool

-
Unique addresses within a gateway, address re-use across gateways

-
NAT state correlation with subscriber state, use of existing interfaces to AAA, PCRF

IPv6 Transition points (See Slide)

IPv6-only Deployments:

-
Expedite IPv6 deployments (and delay IPv4 exhaustion) 

-
Do we have the luxury of actually waiting until we run out of public IPv4 addresses?

-
Relatively easier for a provider's own services and applications

-
Need IPv6 – IPv4 interworking for Internet access

-
Roaming Considerations

-
Visited network support for outbound roaming users

-
Mobile Node support on inbound roaming users

-
Applications and Services

-
Applications need to be IPv6 on mobile networks 

-
IPv4-only applications may use complementary access (such as WiFi) when available

Fixed-Mobile Convergence:

-
Different access networks (mobile, fixed) share the common problem – IPv4 address exhaustion 

-
Access networks have disparate characteristics

-
End-points (Residential Gateways/Modems, Mobile Nodes) have different capabilities and  requirements

-
Roaming is not a consideration in fixed networks

-
Different transition mechanisms may apply for individual access networks

-
Common mechanisms may be applied at the provider's core, which is shared by different access networks

Summary:

-
Using APNs, PDP/PDN support in 3GPP architecture and IETF's dual-stack model (RFC 4213) mobile network providers can introduce IPv6 (with NAT44 for IPv4)

-
Distributed NAT model: Deployments with need for subscriber management at the mobile gateway can benefit from NAT placement at the gateway

-
Centralized NAT model: Deployments with common NAT today can continue their legacy architecture

-
IPv6-only deployments are feasible (especially for a provider's own services and applications), with considerations to roaming and IPv6 – IPv4 interworking, applications support

-
Different mechanisms are likely applicable for different access networks, while the core network may utilize common solutions

Discussion:

It was commented that if the device is a home Gateway with multiple devices behind it, then some of these devices may be IPv4 and will need to be supported. Cisco commented that for roaming, all operators will need to have IPv6 / PDPv6 support in nodes. Ericsson commented that IPv6 APN has been shown to work in many countries. Cisco agreed that this was the case and called for formalisation of this fact by having assurances to IPv6-only operators that their UEs will work in any network when roaming.

Rajeev Koodli (Cisco Systems) was thanked for this presentation, which was noted.

TD IPW100011 NAT impacts on the Policy architecture (Huawei).
Abstract of the contribution: This contribution is considering the NAT impacts on the policy architecture during the migration.

This was out of scope of the Workshop. Possibly for SA WG2 Discussion.

TD IPW100029 Using DHCPv6 for Prefix Delegation in Cellular Networks <draft-sarikaya-intarea-prefix-delegation-00.txt> (B. Sarikaya F. Xia, Huawei USA).
Abstract: According to IPv6 operation in cellular networks, one prefix can only be assigned to one interface of a mobile node by an access router and different mobile nodes can't share a prefix. Managing Per-MN interface prefixes is likely to increase the processing load at the access router. Based on the idea that DHCPv6 servers can manage prefixes as well as addresses, we propose a new technique in which the access router offloads delegation and release tasks of the prefixes to an DHCPv6 server. The access router first requests a prefix for an incoming mobile node to the DHCPv6 server. The access router next advertises the prefix information to the mobile node with a Router Advertisement message. When the mobile node hands off, the prefix is returned to the DHCPv6 server. We also describe how AAA servers can help in prefix delegation.

This was out of scope of the Workshop. Possibly for SA WG2 Discussion.

4
Review of IPv6 deployment scenarios

Validity of scenarios captured in 3GPP TR 23.975 (and possible others) should be evaluated. The goal is to come to a list of validated scenarios to be used as a basis for discussion on solutions.

TD IPW100013 IPv6 migration scenario #1 (AT&T, Cisco, Deutsche Telekom, Ericsson, Nokia, Nokia-Siemens, Orange, Qualcomm, ST Ericsson, Telecom Italia, Verizon).

Scenario 1: Dual-stack Connectivity with Limited Public IPv4 Address Pools:

-
In a dual-stack scenario, the operator runs the user plane in dual stack mode:

-
The 3GPP network allocates to each mobile device an IPv6 prefix and an IPv4 address

-
Mobile devices may run both IPv4 and IPv6 capable applications

-
Mobile devices are able to connect to one packet data network via one v4v6 bearer or via parallel v4 and v6 bearers.

-
Dual-stack connectivity shall also be supported for roaming subscribers (inbound and outbound)

-
It is assumed that dual-stack mobile devices will be available during the IPv4 and IPv6 co-existence phase

-
In this scenario, the operator does not have sufficient public IPv4 addresses for all active subscribers. This is already the case in some operator's networks even before IPv6 deployment.

Dual-stack Connectivity in the Home PLMN:

-
Baseline Dual-Stack connectivity illustrated within the 3GPP GPRS user plane in a non-roaming scenario where mobile devices (MS) reside in the home PLMN.

-
Baseline Dual-Stack connectivity illustrated within the 3GPP EPS rel-8 user plane in a non-roaming scenario where mobile devices (UE/MS) reside in the home PLMN.

Dual-stack Connectivity in the Visited PLMN, Home Routed Services:

-
Dual-stack connectivity illustrated within the 3GPP EPS user plane in a roaming scenario, where mobile devices (UE/MS) reside in a visited PLMN and use home routed IP services.

-
Dual-stack connectivity for roaming subscribers is supported by baseline dual-stack procedures.

-
The establishment of dual-stack bearers/PDP contexts is handled by the VPLMN C-plane.

-
Dual-stack connectivity on the SGi is offered by the HPLMN.

Dual-stack Connectivity in the Visited PLMN, Local Breakout Services:

-
Dual-stack connectivity illustrated within the 3GPP EPS user plane in a roaming scenario, where mobile devices (UE/MS) reside in a visited PLMN and use local IP services, which are accessible by local breakout.

-
Local breakout services for roaming subscribers are supported by baseline dual-stack procedures.

-
The establishment of dual-stack bearers/PDP contexts is handled by the VPLMN C-plane. Dual-stack connectivity on the SGi is offered by the VPLMN.

-
The mobile device may access local breakout services and home routed services in parallel.

Overcoming the Challenge of Public IPv4 Address Depletion:

-
The lack of public IPv4 address availability in the near future will inhibit the growth of data services and mobile broadband networks. 

-
The shortage of public addresses will be aggravated by always-on packet data connectivity, which is expected to prevail in newer network deployments. 

-
To overcome the challenge of public IPv4 address depletion, the operator assigns private IPv4 addresses (for example, the RFC 1918 addresses) to the mobile devices and deploys NAT44 to provide access to external packet data networks. 

-
NAT44 has already been deployed in many IPv4-only networks today.

-
NAT44 can be deployed incrementally in a network where the depletion of public IPv4 addresses is not equally severe initially in all areas.

-
Incremental deployment is possible because dual-stack capable mobile devices need no upgrading to support private IPv4 addresses. 

-
The deployment of NAT44 has no impact on roaming scenarios.

Migration Path to IPv6:

-
In a dual-stack connectivity scenario, where NAT44 is deployed, mobile devices shall use IPv6 where available:

-
When communicating with services/peers only served by IPv4, the mobile device will benefit from NAT44 ,which enables communication with private IPv4 addresses.

-
When communicating with dual stack reachable services/peers, the mobile device should preferably use IPv6

-
It is assumed that the proportion of IPv6 capable applications will start to increase as soon as mobile devices and networks starts to become dual-stack capable. 

-
As popular services start to support IPv6, a part of IPv4 traffic will gradually be offloaded into the IPv6 domain. 

-
Services that are operator owned and deployed (for example LTE voice and other IMS based services) can be IPv6 enabled (in addition to IPv4) and hence accessible by the dual-stack capable UEs.

Discussion:

It was commented that many implementations do not allow more than one PDP Context to be set up to the same PDN. Ericsson commented that product implementation issues cannot be solved at this workshop. It was commented that the migration issue needs to be solved for the present and should be easily switched on/off as it is not for use forever. This presentation was then noted.

TD IPW100027 IPv6 migration scenario #2 (AT&T, Cisco, Deutsche Telekom, Ericsson, ST-Ericsson, Nokia, Nokia Siemens Networks, Orange, Qualcomm, Telecom Italia, Verizon).

Scenario 2: Starting point:

-
User plane is run in dual stack mode

-
Each mobile device is assigned an IPv6 prefix and an IPv4 address 

-
Mobile devices are able to connect to one packet data network either via one v4v6 bearer or via parallel v4 and v6 bearers.

-
Mobile devices may run both IPv4 and IPv6 capable applications. 

-
Private IPv4 addresses are assigned to UEs

-
IPv4 addresses assigned to UEs are private as specified in RFC 1918.

-
To enable global connectivity, network address translation (NAT) is performed within the Packet Data Network, i.e. on/beyond  the (S)Gi interface for IPv4 packets originated from or destined to the UEs.

Scenario 2: challenges:

-
Key challenge – Insufficient private IPv4 addresses for all active subscribers

-
If more than 16 million UEs are active in the same network (PDN) at the same time, the network will run out of private IPv4 addresses.

-
Overlapping private IPv4 addresses due to mergers/reorganizations

-
Increasing complexity of IPv4 address pool management

-
Additional challenge – customer identification based on IPv4 addresses

-
Some operators use the private IPv4 address assigned to a given UE to identify the respective customer

-
Examples include 

-
Customer identification for operator-provided services 

-
Analysis of Internet-directed IP traffic on the (S)Gi interface for age verification reasons (as required by regulation in some countries)

-
For this reason private IPv4 addresses are currently unique within these operators' networks

-->
Solution for this scenario needs to ensure that IPv4 flows on the (S)Gi interface can be uniquely traced back to a given UE/customer.

Discussion:

Eriksson asked what operators with currently more than 16 million customers handle the problem. It was explained that distribution is currently used with a network-wide IP address plan to Gateways. This presentation was noted.

TD IPW100028 IPv6 migration scenario #3 (AT&T, Deutsche Telekom, Ericsson, Orange, Qualcomm, ST-Ericsson, Telecom Italia, Verizon).
UEs with IPv6-only connection and applications using IPv6

Scenario 3: Starting point:

-
Assumption:

-
The UE have Dual-Stack support

-
User plane is run in IPv6-only connectivity mode 

-
This UE is provisioned with an APN of PDP Type=IPv6

-
It is assigned with an IPv6 prefix

-
This UE have IPv6-capable applications 

Note:
Legacy UEs can continue to use the same APN with PDP Type=IPv4

Scenario 3: challenges:

-
One challenge is to be able to access to (legacy) IPv4-only services

-
i.e. the Application on the UE is v6 while the server is v4.

-
Accessing to Dual-Stack services while UE has IPv6-connectivity is obviously not a challenge

-
Additional challenge (not in 3GPP scope)

-
Providing IPv6 transport over existing IPv4 (S)Gi interface 

-
Migrate existing IPv4 PDNs to Dual-Stack


Note that IPv6-only activation can be per-PDN

Discussion:

This presentation was noted.

5
Review of IPv6 transition solutions and gap analysis

The goal is to identify tools facilitating the scenarios agreed under 4, and identify gaps that the current tool set has in supporting them.

5.1
Solutions enabling IPv6 migration

TD IPW100041 IPv6 migration scenario #4 (China Mobile, CATR, ZTE, CATT, Huawei).
IPv4 applications running on a Dual-stack host with an assigned IPv6 prefix and a shared IPv4 address and having to access IPv4 services.

Scenario 4: Starting point:

-
Basic

-
The UE have Dual-Stack support 

-
The IPv4 application is running on the UE

-
Access IPv4 services

-
An assigned IPv6 prefix and a shared IPv4 address

-
The UE is assigned with an IPv6 prefix.

-
User plane run in dual stack or may also IPv6-only connection mode 

-
The shared IPv4 address could be no meaning IPv4 address

-
Either network assigned  or self generated

Scenario 4: Challenges:

-
The UE's IPv4 applications access IPv4 services, while the network may only provide IPv6 connection through assigning IPv6 prefix

-
Access IPv4 services

-
the UEs staying among multiple PDN GWs will have overlapped IPv4 addresses which prevent host to host direct communication

Scenario 4: depicted: (See Slides)

-
UEs may have dual-stack (red line) or IPv6-only bearer (in blue)

-
Legacy IPv4 servers

-
may continue to exist in the PDN

-
3rd Party Applications

-
Legacy IPv4 applications in UE

Directly access IPv4 services

-
UEs are using shared IPv4 addresses 

-
UEs are within the same/different GGSN/PGW

-
A UE directly communicate with another UE

Scenario 4: Usage Example-Third Party Applications (See Slide)

-
Application servers are connected to the mobile network through

-
Macro Cell (NodeB/eNodeB) 

-
Femto Cell (Home NodeB)

-
Possible extension: UE to take the place of a broadband home-gateway or home-access router

Discussion:

It was commented that this analysis is useful as it allows deployment to be done in a phased way. It was asked what problem the usage example is trying to solve. It was asked how the UE address it found, DNS Lookup of SGSN information. The example appeared to be a normal home NAT example. Ericsson asked what the motivation for this proposal was and asked why a scenario of mixed IPv4 and IPv6 capability needs to be handled. China Mobile explained that this was intended for handling IPv4 service access. Ericson commented that there are other solutions, such as dual-stack which can handle this without introducing this new mechanism. Deutsche Telekom commented that there were some differences between this Scenario and Scenario 4 as currently described in 3GPP TR 23.975. Verizon agreed that the 3GPP SA WG2 discussions for UE to UE communication had concluded with a different direction than this proposal. Deutsche Telekom suggested that new use-cases should be discussed in 3GPP rather than in this Workshop, which should concentrate on the existing use-cases and requirements.
It was not clear whether this was intended for IPv6-only bearer set up by the UE to access IPv4 services, which had not been discussed in 3GPP SA WG2. This presentation was then noted.

Mr. Jari Arkko (Ericsson Inc.) asked what type of information the TR aims to provide: operational guidance; specification work needed in IETF and / or lists of possible scenarios. It was clarified that the TR is an informative document and is intended to provide all three aspects to some extent, giving a report on the study on the issues, scenarios, use cases and possible solutions.

TD IPW100009 Scalable Operation of Address Translators with Per-Interface Bindings <draft-arkko-dual-stack-extra-lite-00> (J. Arkko, Ericsson; L. Eggert, Nokia).

Abstract: This document explains how to employ address translation in networks that serve a large number of individual customers without requiring a correspondingly large amount of private IPv4 address space.

This was introduced by Mr. Jari Arkko (Ericsson Inc.) using presentation Slides:

Discussion:

It was clarified that this solution only becomes useful when the number of addresses exceeds 10^8. Deutsche Telekom commented that the solution would also be useful to operators who wish to have smaller GGSNs working independently to serve clients. This was then noted.

TD IPW100026 Dual Stack Hosts with DNS64 <draft-cao-behave-dsdns64-00> (Z. Cao, H. Deng, China Mobile).

Abstract: If a dual stack host is configured with a DNS64 server, the packet will be routed through the NAT64 translator instead of the plain IPv4 router or NAT44. This document suggest the DNS64 should handle type A DNS request normally to avoid packets being detoured to NAT64.

This was introduced by Mr. Z. Cao using the presentation Slides in TD IPW100046:

TD IPW100046 Dual Stack Hosts with DNS64 (Z. Cao, H. Deng, China Mobile).

Problem #1: Will DNS64 be used in dual stack?

-
An IPv6 host needs to use the DNS64 in order to access IPv4 services 

-
DNS64 synthesizes an AAAA record when necessary 

-
If the network is expected to support both IPv6, IPv4 and dual-stack hosts, DNS64 should respond to DNS type A query request - actually it is 

Problem #2: Default address selection satisfactory?

-
RFC 3484 Default Policy Table


Prefix 
Precedence 
Label


::1/128 
50 
0
#local host


::/0 
40 
1 
#native ipv6


2002::/16 
30 
2 
#6to4


::/96 
20 
3 



::ffff:0:0/96 
10 
4
#IPv4-mapped 

-
Native IPv6 > IPv4 mapped 

-
If both native AAAA and IPv4-mapped AAAA are returned, host will prefer to choose AAAA by default

-
If the synthesized AAAA and IPv4-mapper AAAA are returned, host will prefer to choose AAAA by default

-
draft-wing-behave-dns64-config-02 introduces solutions to this problem

-
Default address selection defined in RFC3748 will prefer IPv6 over IPv4

-
Is this optimal ?  NAT64 over NAT44? 

-
Yes, good to moving traffic to IPv6 

-
If no, how different policy is delivered to the host? 

Problem #3: Will DNS64 handle A query request?


In draft-ietf-behave-dns64-06: 


5.3.3. Other records


If the DNS64 is in recursive resolver mode, then considerations outlined in [I-D.ietf-dnsop-default-local-zones] may be relevant


All other RRs MUST be returned unchanged


|
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|
|
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5.3.3. Other records


If the DNS64 is in recursive resolver mode, then considerations outlined in [I-D.ietf-dnsop-default-local-zones] may be relevant.


All other RRs MUST be returned unchanged.  This includes responses to queries for A RRs. 

Summary:

-
DNS64 should handle DNS type A query request normally

-
For problem#2 on the default destination/source address selection policies, it needs more discussions

Discussion:

Some questions were asked and clarification was provided. The presentation was noted.

TD IPW100032 Gateway Initiated Dual-Stack Lite Deployment <draft-gundavelli-softwire-gateway-init-ds-lite-02> (F. Brockners, S. Gundavelli, Cisco; S. Speicher, Deutsche Telekom AG; D. Ward, Juniper Networks).
Abstract: Gateway-Initiated Dual-Stack lite (GI-DS-lite) is a modified approach to the original Dual-Stack lite (DS-lite) applicable to certain tunnel-based access architectures. GI-DS-lite extends existing access tunnels beyond the access gateway to an IPv4-IPv4 NAT using softwires with an embedded context identifier, that uniquely identifies the end-system the tunnelled packets belong to. The access gateway determines which portion of the traffic requires NAT using local policies and sends/receives this portion to/from this softwire tunnel.

This was introduced by Mr. Frank Brockners using the presentation Slides in TD IPW100049:

TD IPW100049 Gateway Initiated Dual-Stack lite Overview (Frank Brockners, Sri Gundavelli, Cisco, Sebastian Speicher, Deutsche Telekom).

Gateway-initiated Dual-Stack lite Objectives:

-
IPv4-exhaust / IPv6 transition solution for carriers that desire to continue to deliver IPv4 services (and leverage NAT44)

-
Prerequisites

-
Tunnel-based access architecture (e.g. Mobile w/ MIP/PMIP, GTP; Broadband w/ PPP, Point-to-Point VLAN)

-
IPv4 core & Private-IPv4-Exhaust/Overlapping-IPv4/Non-Meaningful-IPv4

-
IPv6 core & minimal IPv4 support in SP infrastructure

-
Additional Requirements

-
No changes to End-System/Host/Handset (continue to support installed base)

-
Minimal changes to existing access architectures

-
IPv4 and/or IPv6 SP transport networks support

Review: Dual-Stack lite:

Application to Access Networks which use Tunnels (See Slide)

Benefits
Challenges

Flexible IPv4 UE Addressing:
Requires Changes to the End-System

Internal NAT binding identified by tunnel not IPv4 address:
Added overhead for v4 transport (e.g. on airlink)

Overlapping/Non-Meaningful v4 addresses supported:
Requires v6-PDN (i.e. v6 on (S)Gi)
Supports deployments w/ IPv6-only PDN
Requires v6-bearer on UE


Per-Subscriber v6 policy-management typically 

on Gateway;


No Policy/QoS support for IPv4 on Gateway 

(3GPP deployments)

Gateway-initiated Dual-Stack lite Concept: (See Slide)
-
End-System/UE & Access & Roaming Architecture remains unchanged

-
Gateway tunnels traffic which NAT towards CGN/AFTR

-
Gateway and CGN/AFTR use Context-ID (CID) for Flow-Identification:

-
Multiple tunnel types possible;


in case of GRE w/ IPv4 address on UE is not used for packet forwarding

-
SP network can be IPv4 or IPv6 or MPLS

Gateway-initiated Dual-Stack lite EPC w/ GTP example: (See Slide)
-
Same IP-address for both UEs

-
PGW associates PDP-Contexts/EPC-bearers to Softwire-Tunnel

-
Context-ID (CID) identifies individual flows

-
Only traffic which requires NAT is sent to AFTR/CGN w/ GRE-tunnel

-
AFTR performs NAT44: Maps Softwire-ID/Port to public IP-address/Port

Gateway-initiated Dual-Stack lite Example: Session establishment (3GPP/EPC): (See Slide)
Gateway-initiated Dual-Stack lite Encapsulation Approaches:

Encapsulation used between 
Supported UE IPv4 Address Types
Supported "PDN-Type" Forwarding

Gateway and AFTR/CGN

options on (S)Gi - Interface

GRE with GRE-key extensions
- Unique private IPv4
- IPv4-only
(Flow Identifier on AFTR/CGN:
- Overlapping private IPv4
- IPv6-only

GRE-Tunnel & GRE-key)
- Non-Meaningful IPv4
- IPv4, IPv6 dual stack


- All the same IPv4

MPLS VPN
- Unique private or non-meaningful IPv4
- MPLS VPN

(Flow Identifier on AFTR/CGN:
- Overlapping private IPv4

VPN-ID & inner IPv4-address)
  (separated into VPNs)

Plain IP-in-IP
- Unique private IPv4
- IPv4-only

(Flow Identifier on AFTR/CGN:

- IPv6-only

Tunnel-IP-address &

- IPv4, IPv6 dual stack

inner IPv4-address)

Gateway-initiated Dual-Stack lite Review:
-
Applicability

-
TR 23.975  Scenarios 1 and 2

-
Complementary to Scenario 3

-
Benefits

-
Applicable to fixed and mobile access architectures which leverage point to point tunnels between End-System and Access-Gateway

-
No restrictions on choice of IPv4 addresses on the handset

-
Support for unique private addresses on UEs

-
Support for non-unique/overlapping private addresses on UEs

-
Support for non-meaningful addresses on UEs (e.g. All UEs with same address)

->
Allows for simplified IPv4 address management

-
No changes to UE/Handset or Access Architecture

-
No changes to Roaming Architecture

-
No added Overhead on Airlink
-
Support v4-only, v4v6 and v6-only PDN (i.e. (S)Gi with IPv6-only connectivity)

References:
"Gateway Initiated Dual-Stack Lite Deployment"


IETF Internet Draft, work in progress


(draft-gundavelli-softwire-gateway-init-ds-lite)

Discussion:

This presentation was noted.

TD IPW100050 Scenario 2 (and 4) Solutions and Comparisons (X. Li, C. Bao, C. Perkins).

This was presented by Charles Perkins (WiChorus).

Outline:

-
Scenario

-
1:1-IVI

-
1:1-IVI+DHCPv6

-
1:N-IVI

-
Bi-Directional-NAT-PT

-
SIPNAT

-
Comparisons

Scenarios 2 and 4:

-
(1:1 IVI), (1:N IVI), and SIPNAT have been proposed to enable communications to be initiated from today's IPv4-based Internet and successfully terminated at IPv6-only devices.

-
This is important so that  IPv6-only devices will be fully functional and reachable in today's Internet.


1:1-IVI:

-
1:1 IVI statically reserves an IPv4 address for each IPv6 destination (IPv4-translatable address) which is to be made reachable to the global IPv4 Internet.

-
Each IPv4 address can only be used by a single IPv6 destination. 

-
For scenario 2 (also for scenario 1)

-
Stateless translation

-
Does not require DNS-ALG

-
Static address assignment

-
1-to-1 IPv4/IPv6 address mapping

-
Unmodified service port


1:1-IVI+DHCPv6:

-
(1:1 IVI + DHCPv6) uses DHCPv6 to dynamically reserve a translatable IPv4 address for the IPv6 host.  The reservation process updates the DNS with the allocated address so that the IPv6 destination becomes reachable.  

-
At any one time, each IPv4 address can only be used by a single IPv6  destination, but over time the IPv4 address can be reused for other IPv6 destinations, depending on DHCP lifetime allocation policies

-
For scenario 2 (also for scenario 1)

-
Stateless translation

-
Does not require DNS-ALG

-
Dynamic address assignment (may link to DNS)

-
1-to-1 IPv4/IPv6 address mapping

-
Unmodified service port


1:N-IVI:

-
1:N IVI statically reserves an IPv4 address and a port range  (extended IPv4-convertible address) for each IPv6 destination which is to be made reachable to the global IPv4 Internet.

-
The IPv4 address and port range can only be used by  the single IPv6 destination.

-
For scenario 2 (also for scenario 1)

-
Stateless translation

-
Does not require DNS-ALG

-
Static address assignment

-
1-to-N IPv4/IPv6 address mapping

-
Modified service port (application transparency lost)

Bi-Directional-NAT-PT:

-
NAT-PT combined with a DNS-ALG provides bi-directional connectivity between the IPv6 stub domain and the IPv4 world allowing sessions to be initialized by IPv4 nodes outside the IPv6 stub domain. This makes NAT-PT useful for IPv6 only stub networks that need to deploy servers visible to the IPv4 world.

-
For scenario 2 (also for scenario 1)

-
Stateful translation

-
Requires DNS-ALG

-
Dynamic address binding via database

-
1-to-1 IPv4/IPv6 address mapping

-
Unmodified service port

SIPNAT:

-
SIPNAT ("Source-IP NAT") dynamically associates an IPv4 address on the NAT, on demand, when a communication is initiated from the global IPv4 Internet. The FQDN of the destination IPv6 does not typically have a persistent resolution for any particular IPv4 address. A single IPv4 address of the NAT can be simultaneously used for flows to many different IPv6 destinations. The source IPv4 address of incoming packets is used to identify the desired IPv6 destination. For any such source IPv4 address, only one destination is reachable at the NAT IPv4 interface address which as been associated with the IPv6 destination. Ports are not required for the translation, but should be considered as part of the set of flow translation parameters.

-
For scenario 2 (also for scenario 1, can extend for scenario 4)

-
Stateful translation

-
Requires DNS-ALG

-
Dynamic address binding via database

-
1-to-N IPv4/IPv6 address mapping

-
Unmodified service port

-
Depends upon source address

Comparisons:

-
(1:1 IVI) is a good solution for destinations that serve many  flows, and are each typically active serving one or more flows from the IPv4 Internet. In this case, there is little or no advantage to be gained by dynamic assignment. 

-
(1:1 IVI+DHCP) is a good solution for destinations that may be inactive for extended periods of time, but are also likely to serve many flows during other extended periods of time.

-
Bi-Directional-NAT-PT shares some scalability properties with (1:1 IVI+DHCP) 

-
(1:N IVI) is a solution which may be workable for situations where destinations host applications that are resilient and aware of port restrictions.

-
SIPNAT is a good solution for situations where there are a large number of IPv6 destinations, each of which serves a relatively low volume of flows (e.g. fewer than 100 distinct flows per hour).

Comparison criteria:

-
Translator complexity

-
Stateless

-
DNS decoupled

-
Conserves IPv4 addresses

-
Application Port Transparency

-
Continuous service (vs. dynamic assignment)

	
	Stateless
	Decoupled from DNS
	Conserves IPv4 addresses
	Application Port Transparency
	Port-based Translation
	Continuous service

	1:1-IVI
	yes
	yes
	no
	yes
	no
	yes

	1:1-IVI 
+ DHCPv6
	yes
	yes
	timeshare
	yes
	no
	no

	1:N-IVI
	yes
	yes
	times N
	no
	yes
	yes

	Bidirectional NAT-PT
	no
	no
	timeshare
	yes
	yes
	no

	SIPNAT
	no
	no
	yes
	yes
	no
	no


Extend SIPNAT to scenario 4:

-
It is possible to extend SIPNAT ("Source-IP NAT") to serve for scenario 4, since the source IP addresses are used for the flow identification so the lPv4 addresses to represent the IPv6 Internet may be enough for an IPv4 network.

-
However, the DNS-ALG must be used, which is one of the issues to put NAT-PT into the historical status.

Proposal for Integration:

-
Use IVI for the constantly high-volume destinations

-
Use IVI+DHCP for the high-volume, sporadic destinations, and moderate-volume destinations

-
Use 1:N IVI for relatively high-volume websites hosting resilient applications

-
Use SIPNAT for relatively low-volume websites

Remarks:

-
Supporting IPv4-initiated communication is crucial.

-
This draft compares (1:1 IVI), (1:1 IVI+DHCP), (1:N IVI),  (Bi-Directional-NAT-PT) and (SIPNAT) solutions which can support IPv4-initiated communication.

-
See also: draft-nat46compare-perkins

Discussion:

Mr. Jari Arkko, Ericsson Inc. asked why the amount of traffic flows is used as a metric for using SIPNAP as this is a difficult parameter to predict. It was clarified that if there are too many flows in the system then the resources will not serve the flows and suggested that any deployment should be self-adapting to traffic conditions to switch to IVI when needed, etc. Simulations had shown good results with this. This system would allow IPv6 deployment while allowing the operator to provide IPv4 services. This presentation was then noted.

TD IPW100022 Applicability of the PNAT solution (China Mobile, CATR, CATT, Huawei).

In the following, the PNAT solution is analyzed to show how it applies to the four scenarios identified in the clause 5 of TR 23.975.

This was introduced by Dr. Hui Deng, China Mobile, using the presentation Slides in TD IPW100052:

TD IPW100052 Applicability of the PNAT solution (China Mobile, CATR, CATT, Huawei ).

PNAT Deployment Architecture (See Slide).

The PNAT 464 communication procedure (See Slide).

Discussion of PNAT Application in Dual Stack Connection:

-
Two parts of PNAT module: DNS resolver and Translation module. 

-
The DNS module is always active while the translation module will enable based on the response of DNS and the PDN connection mode of the host

Scenario 1&2:

-
Scenario 1: Dual-stack connectivity with Limited Public IPv4 Address Pools

-
Alternative 1: PNAT64 gateway can also perform as NAT44. 

-
Alternative 2: To reduce the IPv4 public address consumption, the UE can be assigned with IPv6 address for the default bear to support the always-on data connectivity

-
Scenario 2: Dual Stack connectivity with Limited Private IPv4 Address Pools

-
IPv4 packets are translated to IPv6 packets

-
UEs can be distinguished by different IPv6 prefix with overlapping self-generated IPv4 address

Scenario 3&4:

-
Scenario 3: The UE, configured only with an IPv6 prefix, has to be able to access IPv4 services)

-
The IPv6 packet will be sent out with the source address = UE's IPv6 prefix+self-generated IPv4 address; the destination address = WKP+IPv4 service's address

-
The packet will be routed to the PNAT gateway and will be translated to IPv4 packet and forwarded to the IPv4 service 

-
PNAT gateway will perform similar 64 translation like NAT64 

-
Scenario 4: IPv4 applications running on a Dual-stack host with an assigned IPv6 prefix and a shared IPv4 address and having to access IPv4 services

-
The IPv4 application can access IPv4 services even with IPv6 only connection is provided

Discussion:

It was asked why PNAT is needed when the NAT44 function performs the functionality. China Mobile explained that the NAT44 deals with private IPv4 addresses. Telecom Italia asked for some scenarios where the module will be required in the UE instead of using native access. China Mobile clarified that when an operator deploys IPv6 services in the network with IPv4 UEs. Telecom Italia did not expect an operator who has IPv4 UEs to deploy IPv6-only services. T-Mobile commented that the deployment roll-out should not require adding a module in the terminal. Research In Motion asked for an example of an application which cannot be modified to work with IPv6. It was commented that the issue that this tries to solve can be solved in a less complex way using the Dual-Stack solution. Motorola asked whether this could be implemented only on the network side as this is a complex modification for the UE. China Mobile replied that there is an LGE contribution on this. Research In Motion commented that this would require the modification of existing UE Operating Systems which currently implement Dual Stack. Deutsche Telekom commented that introducing such a solution would be expensive, require additional testing and control of such terminals roaming into networks which do not support this, and as many terminals already support Dual Stack, did not see a good reason to add this proposal. It was commented that one person managed to implement IPv6 application in 2 quarters in their spare time, which shows that IPv6 can easily be used with Dual Stack. Verizon commented that this scenario was not a 3GPP agreed scenario at present. Verizon commented that PNAT was not on their road map for IPv6 migration. Deutsche Telekom commented that there had been little support for this from companies other than the authors and did not think it should be discussed further here. Feedback should be taken into account and discussion between companies was encouraged. Ericsson commented that in the standardization field, practical and commercial viability of solutions need to be taken into account as well as technical correctness of solutions. This presentation was then noted.

TD IPW100012 Address-sharing stateless double IVI <draft-xli-behave-divi-01> (X. Li, C. Bao, H. Zhang: CERNET Center / Tsinghua University).

Abstract This document presents the concepts and the implementations of address-sharing stateless IVI (stateless 1:N IVI) and the address-sharing stateless double IVI (stateless 1:N dIVI). The stateless 1:N IVI keeps the features of stateless, end-to-end address transparency and bidirectional-initiated communications of the original stateless 1:1 IVI, while it can utilize the IPv4 addresses more effectively. The stateless 1:N dIVI has above features and it does not require the DNS64/DNS46 and ALG supports.

This was introduced by Mr. Xing Li and Mr. Congxiao Bao, CERNET Center/Tsinghua University, using the presentation Slides in TD IPW100057:

The lessons learned:

-
IPv6 is the right direction and it works

-
A lot of addresses

-
End-to-end address transparency

-
IPv6 is not easy – the rest of users and contents may still use IPv4

-
Service Continuity

-
Minimal customer Impact

-
Incremental investment 

-
The universal connectivity is the fundamental requirement for using Internet

-
Translation

Design goals:

-
IPv6 is the right direction

-
At some stage, there will be IPv6-only Internet

-
IPv6 devices should be able to communicate with the IPv4 Internet

-
Support end-to-end address transparency and "always on" service

-
Use IPv4 address more effectively

-
Support legacy IPv4 services and avoid ALG

-
Operation and management

-
Keep stateless in the core

CERNET Experiments - (See Slide):

-
Scenario 1, 2: The IPv4 Internet and an IPv6 network

-
Scenario 5, 6: An IPv4 network and an IPv6 network

Concept of stateless translation (1:1 IVI) - (See Slide)
IVI Address Mapping - (See Slide):
-
Each SP can deploy IVI independently

Concept of 1:N IVI - (See Slide):
-
If sharing ratio = 256

-
Each host has 256 concurrent ports

-
An IPv4 /24 can be used as an IPv4 /16

-
Host needs modification (Mobile device)

Comparison with NAT64:

NAT64
1:N IVI

Stateful
Stateless

Only supports IPv6 initiated communication
Supports both IPv4 and IPv6 initiated communications

Public IPv4 addresses can be shared
Public IPv4 addresses can be shared by 

dynamically by many IPv6 hosts
many predefined IPv6 hosts

Concept of 1:N double IVI - (See Slide):

-
If use gateway to translate IPv6 back to IPv4

-
DNS64 is not required

-
ALG is not required

Mobile device implementation - (See Slide):

-
Build stateless translator in the mobile device

-
A middle layer between network interface and socket API

References:

-
IETF WG drafts

-
http://www.ietf.org/id/draft-ietf-behave-v6v4-framework-05.txt 

-
http://www.ietf.org/id/draft-ietf-behave-address-format-04.txt 

-
http://www.ietf.org/id/draft-ietf-behave-v6v4-xlate-06.txt 

-
http://www.ietf.org/id/draft-ietf-behave-dns64-05.txt 

-
IETF drafts

-
http://www.ietf.org/id/draft-xli-behave-ivi-07.txt 

-
http://www.ietf.org/id/draft-xli-behave-divi-01.txt 

-
http://www.ietf.org/id/draft-xli-behave-dns46-for-stateless-00.txt 

-
Codes and testing 

-
http://www.ivi2.org/ 

-
http://www.ivi2.org/demo.html 

Discussion:

It was asked what will be done for applications which need more than 256 concurrent ports. It was explained that the sharing ratio would need to be changed for such applications. It was commented that the share ratio does not seem adequate for many applications and would not be efficient in practical deployment. The problem was that the average number of ports used is low whereas the peak is very high and it is difficult to dimension for the expected traffic. This presentation was then noted.

TD IPW100017 Applicability of NAT64/DNS64 (ZTE).

This contribution adds the description of the applicability for the solution 8 NAT64/DNS64.

Discussion:

This received no objection at the workshop, but should be handled in a 3GPP SA WG2 meeting.

TD IPW100038 Justification for solution 4 (Alcatel-Lucent).

Justification For Solution 4 (DS+NAT44)

Discussion:

A comparison and analysis of A versus B would be useful and Alcatel-Lucent agreed to produce such an analysis. This was then noted.

TD IPW100020 DS-Lite solution for the scenario 1, 2, 4 in TR 23.975 (CATT).

In TR 23.975, four scenarios are approved. In scenario 1, 2 and 4, how the IPV4 datagram transfers to the peer is the point of study. This contribution will discuss the host based Dual-Stack Lite solution for this three cases.

This was introduced by CATT, using the presentation Slides in TD IPW100053:

DS-Lite Solution:

-
DS-Lite architecture includes:

-
B4:DS-Lite Basic Bridging Broad Band element

-
AFTR:the DS-Lite Address Family Transition Router element

-
The B4 function implemented on a dual-stack capable node that creates a tunnel to an AFTR 

-
The AFTR element is the combination of a tunnel endpoint and an IPV4-IPV4 NAT implemented on the same node.

Deployment scenarios:

-
Gateway based

-
The B4 element locates in the gateway

-
The gateway needs to allocate the unique non shared IP address to the UE

-
The gateway can be an entity in the network, e.g. P-GW, MAG etc. 

-
The AFTR can be an individual entity. 

-
Host based

-
The DS-Lite UE is directly connected to the service provider network 

-
The B4 element locates in the DS-Lite UE,

-
The DS-Lite UE will create a tunnel to an AFTR. 

-
The AFTR will reside in the service provider network. 

-
When the DS-Lite UE accesses IPv4 service, it will source the IPv4 datagram with the shared IPv4 address or non shared IPV4 address allocated by entity e.g. P-GW, MAG etc. 

Proposal:

DS-Lite architecture is proposed to be used for scenarios 1, 2 and 4 in TR 23.975.

Discussion and conclusion:

It was commented that the UE-hosted approach would come with the cost of the need to modify the UE. It was asked why DS-Lite would be needed for Scenarios 1 and 2. CATT replied that this would allow the use of IPv4 addresses for scenario 1. It was commented that QoS differentiation would not be possible for IPv4 flows as they would be using the DS-Lite tunnels. It was commented that the packet header classification information could be put into the tunnel header. It was clarified that this is not the way current UEs work. There were a number of comments against this proposal and there was not any support for the use of DS-Lite for scenarios 1 and 2, other scenarios should be further studied. This was then noted.

TD IPW100018 Management of SID in GI-DS-LITE Solution (ZTE).

Proposal: We propose that take this solution as an alternative one with the other approach that is SID is assigned by a local or remote (e.g. AAA) repository.

This was introduced by Ms Xingyue Zhou, ZTE, using the presentation Slides in TD IPW100058:

Introduction:

-
The Gateway Initiated Dual-Stack Lite supports overlapping or non-meaningful IPv4 address on the UE that potentially means the same private IPv4 address can be assigned to all the UEs.

-
The Softwire Identifier(SID) makes sure a unique identification for traffic flows at the CGN which should be associated with a single NAT-binding as shown below. 

-
UE can be identified by SID even though it is configured same private IPv4 address with others.

UE
Softwire-Id/IPv4/Port
Public IPv4/Port

UE-1
SID-1/10.10.1.1/TCP 5000
134.95.166.10/TCP 7000

UE-2
SID-2/10.10.1.1/TCP 6000
134.95.166.10/TCP 8000

Example translation table at the CGN

Management of SID:

-
GI-DS-Lite solution in TR 23.975 referred: "The encapsulation technique needs to support transport of the Softwire-Identifier (SID), which is assigned by the PDN Gateway and retrieved either from a local or remote (e.g. AAA) repository."

A.
SID is assigned and retrieved from P-GW itself.

B.
SID is assigned and retrieved from remote repository such as AAA server.

-
Solution A seems more simple and flexible than B since no additional signalling is needed for the SID assignment.

Issue:

-
However, overlapping NAT bindings may be created in the CGN when using solution A if: 

-
CGN connects with multiple PDN GWs (as shown below)

-
UEs are configured with same IPv4 address

-
SID-1 = SID-2

UE
Softwire-Id/IPv4/Port
Public IPv4/Port

UE-1
SID-1/10.1.1.1/TCP 5000
134.95.166.10/TCP 7000

UE-2
SID-2/10.1.1.1/TCP 5000
134.95.166.10/TCP 8000

Overlapping Entries in Translation Table 

Extension for Solution A:

-
Translation table in CGN can be extended by adding additional item GW-ID if SID is assigned and retrieved by GW. 

-
The GW-ID could be either the interface ID or the IP address of GW depending on the implement of CGN.

UE
Softwire-Id/IPv4/Port
Public IPv4/Port

UE-1
GW-ID-1/SID-1/10.10.10.11/TCP 5000
134.95.166.10/TCP 7000

UE-2
GW-ID-2/SID-2/10.10.10.11/TCP 5000
134.95.166.10/TCP 9000

Discussion and conclusion:

It was commented that this was already part of the draft although it does not mandate the use of the parameters but allows use of them to make the internal binding unique. This presentation was then noted.

TD IPW100019 Clarification on applying PNAT in roaming scenario (ZTE).

This contribution clarifies the technical details for applying the PNAT technology in the roaming scenario.

Discussion and conclusion:

AT&T commented that the second scenario must be also IPv4 as it supports roamers. Verizon commented that differentiation needs to be made between inbound and outbound roaming and suggested a PNAT is necessary for this. It was clarified that the PNAT is only used when there is a lack of IPv4 addresses. Ericsson asked if this would be dynamically done. It was explained that this would be based on inbound roaming IPv4 users and for home users, operator policy would apply. After some discussion and comments, this was noted.

TD IPW100021 ALG issue analysis of PNAT (Huawei, China Mobile).

The ALG could be implemented in two potential PNAT support scenarios: PNAT464 communication and PNAT4664 host-to-host communication. The impacts of the communication by the ALG are investigated correspondingly.

Discussion and conclusion:

It was commented that there are many applications which require different commands for IPv4 and IPv6 and only translating the headers will not be enough. Verizon commented that this contribution does not show the full problem and subsequently does not provide a complete solution. China Mobile commented that this dealt with the IPv6 to IPv4 client-server scenario. After some discussion this was noted.

TD IPW100023 PNAT Evaluation on OS and CPU (China Mobile).
This paper discusses the PNAT solution's impact to the UE's CPU utilization and its OS, and then proposes to change TR23.975 accordingly.

This was introduced by Dr. Hui Deng, China Mobile, using the presentation Slides in TD IPW100051:

PNAT packet header translation implementation evaluation:

-
Two implementation approaches

-
Packet translation 

-
PNAT module intercepts the IPv4/IPv6 packets, then translates them into IPv6/IPv4 packets

-
Use hook point in Linux/Android

-
Socket API translation

-
PNAT module intercepts the IPv4/IPv6 socket API invoking, and then translates them into IPv6/IPv4 socket API invoking

-
Suitable for the OS which provides Socket API invoking interception facilities.

-
Use appropriate approach in different OS

-
No need of scanning every  packets 

PNAT implementation experiment result:

-
Experiment configuration

-
Experiment in CNGI (China Next Generation Internet) Network. Using 40Mbps ultrahigh definition video streaming service.

-
Install PNAT in set-top box (Ubuntu Linux, Intel Atom CPU)

-
Result

-
Before PNAT is enabled: average CPU utilization ratio is 10.49%

-
After PNAT is enabled: average CPU utilization ratio is 10.59%

-
Increase (10.59-10.49)/10.49=0.95% after PNAT is enabled

Conclusion:

-
By implementing PNAT in a proper way, the impact to the UE's CPU utilization and OS would be not significant.

Discussion:

It was clarified that the experimental results were for CPU Utilisation for the mobile running only a Video stream service. It was asked whether this was a measurement for the whole video service, including decoding or a real measure of the PNAT itself. It was clarified that in this '464' scenario there is no ALG and the header transmission cost is measured. It was commented that the platform used was a high-performance system. It was acknowledged that this would need to be measured also on real UE platforms. China Mobile agreed that more evaluation is needed and wished to share the results so far recorded. This presentation was then noted.

TD IPW100024 Host to Host Direct Communication with Overlapping IPv4 Address (China Mobile, CATR, ZTE, CATT, Huawei).

This paper introduces how PNAT supports host to host direct communication between IPv4 applications within IPv6 network.

This was introduced by Dr. Hui Deng, China Mobile, using the presentation Slides in TD IPW100054:

Host to Host depicted:

-
Directly access IPv4 services

-
UEs are using shared IPv4 addresses 

-
UEs are within the same/different GGSN/PGW

-
A UE directly communicate with another UE

Existing Solutions and Problems:

-
Passive model (server initiated, e.g. BitTorrent)

-
Collected the public IPv4 address by a centralized server

-
H2H via public address behind the NAT, and creating NAT bindings 

-
Proactive model (client initiated, e.g. Dynamic DNS)

-
UE1 registers its public v4 address on DNS, and in the meantime

-
Creates bindings between public address and private address

-
Problems:

-
Double NATs needed; NAT keep alive needed

-
Overlapping addresses under the same GW cannot be resolved (NAT bindings fail to work)

Our Solution (client initiated) - (See Slide):

Solution for Legacy IP Address Referral:

-
If the referral from the centralized server is IPv6 address

-
Similarly with the previous flow (omitting the DNS query procedure)

-
If the referral from the centralized server is IPv4 address

-
Translating the packets with destination address as the WKP:IPv4

-
Create binding on the NAT64

Summary:

-
Support of H2H with overlapping IPv4 addresses 

-
Can support both IP address referrals and domain-name referrals

Discussion:

It was clarified that for these host-to-host communications, applications which require ALG are not supported. It was commented that the location of the centralized server is unknown and an ALG will be needed in the UE. China Mobile explained that the centralized server will only return a public IP address. It was commented that step 5 of the flow creates a local IPv4 address which is not useful outside of the local client. This presentation was then noted.

TD IPW100015 Concerns with IPv4 Applications Accessing IPv6 Servers (NAT46) <draft-wing-behave-v4app-v6server-01> (D. Wing, Cisco; C. Byrne, T-Mobile USA).

Abstract: Bump-in-the-Stack and Bump-in-the-API allow IPv4 applications to access IPv6 servers, using an in-host NAT46 translator. When used in conjunction with an in-network NAT64, it is also possible for the IPv4 application to access an IPv4 server via an IPv6-only network. This document describes how these functions work in detail, and discusses some concerns especially around IPv4 applications accessing IPv6 servers. These concerns can be reduced by not having IPv4 applications access IPv6 servers.

This was introduced by Mr. Dan Wing, Cisco, using the presentation Slides in TD IPW100056:

Agenda:

-
Purpose of IPv4->IPv6 Host Based Translation:

-
Allow existing IPv4 applications to work on IPv6-only network

-
Some existing applications ...


... work fine


... need new ALGs in new places


... are harmed, or are broken

Application Specifics:

Applications which work with HBT:

-
SIP

-
Rely on SBC (Session Border Controller)

-
No SIP ALG in UE, nor in NAT64

-
Probably the industry direction

-
Email protocols (SMTP, IMAP, POP)

-
HTTP

-
But all HTTP clients already support IPv6 (IE, Safari, Firefox, Opera, Chrome)

FTP Passive Mode:

-
Needs new ALG in new place

Dual-stack FTP client to IPv4 server, with NAT44
IPv4-only FTP client to IPv4 server, with HBT


No ALG needed

No ALG needed


-
FTP client uses PASV
-
FTP client uses PASV

Dual-stack FTP client to IPv6 server
IPv4-only FTP client to IPv6 server with HBT


No ALG needed

Needs FTP46 ALG in UE


-
FTP client uses EPSV
-
Client uses PASV, but server needs EPSV

RTSP: ALG breaks evolution:

Today:

-
RTSPv1 with NAT44

-
Never need ALG in UE

-
Needs one 44 ALG in NAT44 

-
to access v4 RTSP server

-
Long experience with 44 ALGs
-
No multicast (*)

Today with HBT:

-
RTSPv1 with HBT

-
Need 64 ALG in NAT64

-
Not supporting host-to-host RTSP 

-
would require 46 ALG in UE

-
No multicast (*)

Tomorrow's RTSP:

-
RSVPv2 with dual stack UE

-
Includes ICE (*)
<--
New RTSPv2 software with new functionality

-
Multicast (*)

-
Doesn't need ALG anywhere

-
But how can RTSPv2 avoid RTSPv1 ALG??


(*) Streaming IPTV using multicast and NAT, draft-ietf-avt-rapid-acquisition-for-rtp, draft-ietf-mmusic-rtsp-nat

XMPP: breaks:

-
Includes its own ICE-UDP transport

-
Uses IPv4 address literals

-
Typically encrypted, thus can't use ALG


How will this work with overlapping IPv4 addresses?


Conclusion: unmodified IPv4 XMPP clients will break

Concerns with IPv4->IPv6 ALGs in User Equipment:

-
How to ensure proper version of ALG

-
All software has bugs, and need new features

-
How to upgrade ALG

-
Roaming UE

-
Force upgrade?  

-
Refuse service?

-
No industry experience with IPv4->IPv6 ALGs
-
Data point:  FTP64 is complicated

-
Tethering/USB modem – 4->6 translation and ALG in handset or laptop?  

-
Windows 8, OS X, Linux

Conclusion:

Applications with HBT:

Positives
Negatives

Works for IPv4 client/server applications
Adds complexity to host-to-host applications


IPv4->IPv6 ALG in UE


Prevents application evolution (e.g., RTSPv2)


Some protocols can't work (e.g., XMPP)

Discussion and conclusion:

After some clarifications, this presentation was noted.

5.2
Gap analysis of scenarios and solutions

TD IPW100047 Gap Analysis for IPv6 Migration in 3GPP (Alcatel-Lucent, AT&T, Cisco, Deutsche Telekom, Ericsson, LG, Motorola, Nokia, Nokia Siemens Networks, Qualcomm, Research in Motion, Samsung, ST‑Ericsson, Telecom Italia, TeliaSonera, Verizon).

This was presented by Dr. Sebastian Speicher, Deutsche Telekom.

Outline:

-
Background on 3GPP TR 23.975

-
Scenario 1

-
Scenario 2

-
Scenario 3

-
Scenario 4

-
Conclusion

Background on TR 23.975 IPv6 Migration Guidelines:

-
3GPP TR 23.975 analyzes different IPv6 migration scenarios and applicable mechanisms for 3GPP systems.

-
So far four scenarios agreed on:

1.
Dual-stack connectivity with Limited Public IPv4 Address Pools

2.
Dual Stack connectivity with Limited Public and Private IPv4 Address Pools

3.
UEs with IPv6-only connection and applications using IPv6

4.
IPv4 applications running on a Dual-stack host with an assigned IPv6 prefix and a shared IPv4 address and having to access IPv4 services

-
The impact of deployment of NAT components on 3GPP architecture for non-roaming and roaming scenarios needs to be considered

-
Solutions discussed in this presentation together with the 3GPP architecture also satisfactorily address IPV4/V6 migration situations that can arise while roaming, e.g.:

-
Dual stack (IPV4+IPV6) dual mode (2G/3G+LTE) UE roams into legacy 2G/3G IPv4 only network

-
Dual stack UE roams into an IPv4 only or IPv6 only LTE deployment

-
Legacy IPV4 UE or (future) IPV6 only UE roams into a dual stack infrastructure operator network

Scenario 1: Dual-stack connectivity with Limited Public IPv4 Address Pools:

-
UE is Dual Stack v4 and v6

-
Assigned both IPv6 prefix and IPv4 address 

-
Applications on UE are v4, Dual Stack, or IP version agnostic

-
3GPP Core Provides Dual Stack Connectivity

-
3GPP accesses

-
Dual Stack PDP contexts (EPS Rel. 8+, GPRS Rel. 9+) or EPS Bearers (EPS Rel. 8+)

-
Two single IP version PDP contexts (GPRS Rel. 8-)

-
Non-3GPP Accesses

-
Dual Stack Mobile IPv6 for S2c (EPS Rel. 8+) or I-WLAN Mobility (I-WLAN Rel. 8+)

-
Proxy Mobile IPv6 for S2a and S2b (EPS Rel. 8+)

-
Packet Data Network (PDN) and Application Servers are IPv4 and/or IPv6

-
Public IPv4 Address Pool Exhaustion, w/ following assumptions

-
< 16M UEs per PDN; Private address pool (RFC1918) can be used for UEs (no need for overlapping private addresses or non-meaningful addresses on UEs)

-
PDN supports IPv4 forwarding

-
Solution Approaches

-
Carrier Grade NAT44 in the PDN-GW, or within the PDN upstream of (S)Gi
-
It does work:

-
Application on UE connects on v4/v6 address it can connect to as per RFC 3484

-
(S)Gi trace-back is possible

-
No impact to the UE

Scenario 2: Dual-stack connectivity with Limited Public & Private IPv4 Address Pools:

-
Scenario 2 is an extension of Scenario 1: Private IPv4 exhaustion

-
Public IPv4 address exhaustion

-
> 16M UEs per PDN; Approaches

-
Overlapping private IPv4 addresses within one PDN

-
Shared private IPv4 addresses on UEs (multiple UEs w/ same IPv4 address)

-
"Non-meaningful/dummy" IPv4 addresses assigned to UEs (potentially all UEs use the same IPv4 address to simplify IPv4 address management)

-
Solution Approaches

-
Network Partitioning: < 16M UEs per PDN-GW or group of PDN-GW

-
Carrier Grade NAT44 in PDN-GW, or at the edge of each network partition

-
PDN needs to support IPv4 forwarding

-
Carrier Grade NAT44 based on tunnel ID

-
Requires sharing of UE identifier between PDN-GW and Carrier Grade NAT44

-
e.g., labeling/tunneling IPv4 packets from PDN-GW to Carrier Grade NAT44

-
e.g. CGN44 in PDN-GW based on GTP tunnel interface, rather than (shared) UE IPv4 address

-
e.g. CGN44 upstream (S)Gi, Gateway-Initiated DS-Lite between PDN-GW and CGN44 with per subscriber GRE tunnel/key, or v4 in v6 tunnel where tunnel endpoint is numbered with UE's IPv6 address

-
PDN can be IPv4 only, IPv4/v6, as well as IPv6 only

-
Allows trace-back of IPv4 flows on (S)Gi interface to a given UE

-
It does work:

-
Application on UE connects on v4/v6 address it can connect to as per RFC 3484

-
(S)Gi trace-back requires Tunneling / Labeling over (S)Gi
-
No impact to the UE

Scenario 3: UEs with IPv6-only connection and applications using IPv6:

-
UE is IPv6 only because it requests access to a PDN with an APN of Type IPv6

-
IPv6 Applications should be able to access both IPv4 or IPv6 application servers. 

-
Solution Approach:


NAT64 and DNS64 functions to access IPv4 only servers

-
Carrier Grade NAT64 in the PGW, or within the PDN upstream (S)Gi
-
DNS64 in the PDN

-
Provision IPv6-only UEs with DNS64 address as DNS server address

-
Should NOT provision IPv4 enabled UEs with DNS64 address

-
DNS64 synthesizes IPv6 address for FQDN with only IPv4 address

-
Stateful NAT64 translates IPv6 packet into IPv4 packets

-
Stateful NAT64 challenges end-to-end connectivity by modifying in-transit packets

-
NAT64-unaware applications doing IP address referral require Application Layer Gateways e.g. FTP. 

-
IPsec and new transport protocols do not traverse older NAT64 box e.g. SCTP with new checksum

-
Implications similar to NAT44 ...


Note: Applications Proxies were not considered in this analysis and could be a viable alternative to NAT64

-
It does work:

-
Application on UE connects to v6 address

-
(S)Gi trace-back possible if NAT64 is in PDN

-
No impact to the UE

Scenario 4: IPv4 applications running on a Dual-stack host with an assigned IPv6 prefix and a shared IPv4 address and having to access IPv4 services:

-
See scenario 2  it's a sub-case where only IPv4 applications and services are considered

Conclusion:

All migration scenarios considered in TR 23.975 can be supported by a combination of Dual Stack, NAT44/NAT64, and packet labeling/tunneling (e.g. GI-DS-Lite)
-
No impact to the dual stack UE

-
No impact to roaming architecture

Discussion:

Deutsche Telekom clarified that it was their belief that applications will not be launched if they are only available using IPv6 as the vast majority of clients are currently IPv4 and will be for some time. It was commented that there are some security issues with DNS64 and NAT64. Deutsche Telekom replied that if an operator decides to go with such a deployment, the issues with the chosen deployment needs to be taken into account and measures taken to counteract them. China Mobile commented that the proposals modify the hosts. Deutsche Telekom replied that the functionality was specified in 3GPP Rel‑8. It was clarified that the NAT44 and GGSN/PGW in order to support S(Gi) NAT trace. China Telecom asked whether the conclusion that there was no impact to the roaming architecture was correct. Deutsche Telekom replied that this is a deployment issue rather than an architectural issue. This presentation was then noted.

TD IPW100025 Evaluation of IPv6 transition solutions (China Mobile, CATR, ZTE, CATT, Huawei).

There are four scenarios introduced in TR 23.975 v0.3.0. This paper discusses all the four scenarios and evaluates the solutions to each scenario respectively.

This was introduced by Dr. Hui Deng, China Mobile, using the presentation Slides in TD IPW100055:

Evaluation of Impacts on 3GPP Networks - (See Slide)

Scenario 1: Dual-stack connectivity with Limited Public IPv4 Address Pools:

	
	GI-DS-Lite
	DS-Lite
	PNAT

	Roaming 
	Roaming in support
	Yes 
	Yes
	Yes

	support
	Roaming out support
	Yes
	Yes
	Yes

	Requirements
	Without Changes to PCC 
	No (TEID…, big change)
	No (small change, IPv6)
	No (small change, IPv6)

	regarding to the network
	Without Changes to Firewall
	No (complicated rules and tunnel inspection )
	No (complicated rules and tunnel inspection )
	No (IPv6 support )

	
	Without Changes to Lawful Interception
	No (complicated rules and tunnel inspection )
	No (complicated rules and tunnel inspection )
	No (IPv6 support )

	
	Without changes to P-GW
	No (complicated tunnel support)
	No (optional impact)
	Yes 

	
	Without changes to MME, HLR, RNC, etc
	Yes
	Yes
	Yes

	
	Without Changes to OSS/BSS
	No (complicated rules )
	No (complicated rules)
	No (IPv6 support) 

	
	Without added air-link overhead
	Yes
	No, 40 additional bytes 
	No, 20 bytes compared to IPv4

	
	Ageing checking support
	No (TEID inspection)
	Yes IPv6 based
	Yes IPv6 based

	Requirements
	UE: private IPv4
	Yes 
	Yes 
	Yes 

	regarding to
	UE: non-meaningful IPv4
	Yes 
	Yes 
	Yes 

	UE
	UE: no changes
	Yes 
	No 
	No  

	
	UE: no ALG
	Yes
	Yes
	Yes

	
	UE: Evolution to IPv6 only
	Option
	Yes
	Yes

	Detailed
	Support IPv4 applications to access IPv4 services
	Yes, using NAT44
	Yes, using NAT44
	Yes, using NAT44

	scenario clarification
	Support IPv4 applications to access IPv6 services
	No
	No
	Yes, using host translation

	
	Support IPv6 applications to access IPv6 services
	Yes
	Yes
	Yes

	
	Support IPv6 applications to access IPv4 services
	No
	No
	Yes


Scenario 2: Dual Stack connectivity with Limited Private IPv4 Address Pools:

	
	GI-DS-Lite
	DS-Lite
	PNAT

	Roaming
	Roaming in support
	Yes 
	Yes
	Yes

	support
	Roaming out support
	Yes
	Yes
	Yes

	Requirements 
	Without Changes to PCC 
	No (TEID…, big change)
	No (small change, IPv6)
	No (small change, IPv6)

	regarding to the network
	Without Changes to Firewall
	No (complicated rules and tunnel inspection )
	No (complicated rules and tunnel inspection )
	No (IPv6 support )

	
	Without Changes to Lawful Interception
	No (complicated rules and tunnel inspection )
	No (complicated rules and tunnel inspection )
	No (IPv6 support )

	
	Without changes to P-GW
	No (complicated tunnel support)
	No (optional impact)
	Yes 

	
	Without changes to MME, HLR, RNC, etc
	Yes
	Yes
	Yes

	
	Without Changes to OSS/BSS
	No (complicated rules )
	No (complicated rules)
	No (IPv6 support) 

	
	Without added air-link overhead
	Yes
	No, 40 additional bytes 
	No, 20 bytes compared to IPv4

	
	Ageing checking support
	No (TEID inspection)
	Yes IPv6 based
	Yes IPv6 based

	Requirements
	UE: private IPv4
	Yes 
	Yes 
	Yes 

	regarding to
	UE: non-meaningful IPv4
	Yes 
	Yes 
	Yes 

	UE
	UE: no changes
	Yes 
	No 
	No  

	
	UE: no ALG
	Yes
	Yes
	Yes

	
	UE: Evolution to IPv6 only
	Option
	Yes
	Yes


Scenario 3: UEs with IPv6-only connection and applications using IPv6:

	Requirements
	PNAT
	NAT64+DNS64

	Requirement regarding
	Roaming in support
	Yes
	Yes

	roaming
	Roaming out support 
	Yes
	No

	Requirement regarding
	Without Changes to DNS deployment
	Yes
	No

	to the network
	Compliance with Dual stack DNS
	Yes
	No

	
	Without Changes to PGW
	Yes
	Yes

	
	Without Changes to PCC
	No
	No

	
	Without Changes to Firewall
	Yes
	Yes

	
	Without Changes to Lawful Interception
	Yes (only IPv6 support)
	Yes

	
	Without Changes to OSS/BSS
	Yes (only IPv6 support)
	Yes

	
	Without Added air-link overhead
	Yes
	Yes

	Requirement regarding
	UE: no changes
	No
	Yes 

	to the UE
	UE: no ALG
	Yes
	Yes

	
	UE: IPv4 applications support
	Yes
	No


Scenario 4: IPv4 applications running on a Dual-stack host with an assigned IPv6 prefix and a shared IPv4 address and having to access IPv4 services:

	Requirements
	GI-DS-Lite
	DS-Lite (Host Model)
	PNAT

	Scenario clarifications
	Support IPv4 application communicating with IPv4 service
	Yes
	Yes
	Yes

	
	Support IPv4 application communicating via local breakout
	Yes, by establishing tunnel between L-GW and CGN
	Yes
	Yes 

	
	Host to host / overlapping IPv4 addresses
	No
	No 
	Yes

	
	Host to host / non-overlapping IPv4 addresses
	Yes
	Yes
	Yes

	Requirements regarding 
	Without Changes to  PGW
	No
	No
	Yes

	to the network
	Without Changes to standard NAT
	No (TEID + port translation)
	Yes (NAT44)
	Yes (standard NAT64)

	
	Without Changes to PCC
	No (TEID…, big change)
	No (small change, IPv6)
	No (small change, IPv6)

	
	Without Changes to HLR, MME, RNC, etc
	Yes
	Yes
	Yes

	
	Without Changes to Firewall
	No (complicated rules and tunnel inspection )
	No (complicated rules and tunnel inspection )
	No (IPv6 based)

	
	Without Changes to Lawful Interception
	No (complicated rules and tunnel inspection )
	No (complicated rules and tunnel inspection )
	No (IPv6 based)

	
	Without Changes to OSS/BSS
	No (complicated rules)
	No (complicated rules)
	Yes, IPv6 based

	
	Without Added air-link overhead
	Yes
	No, 40 additional bytes
	No, 20 additional bytes

	Requirements regarding
	UE: Evolution to IPv6 only
	Option
	Yes 
	Yes

	to the UE
	UE: private IPv4
	Yes
	Yes
	Yes

	
	UE: non-meaningful IPv4
	Yes
	Yes
	Yes

	
	UE: no changes
	Yes
	No
	No 

	
	UE: no ALG
	Yes
	Yes
	Yes

	Requirements regarding
	Roaming inbound support
	Yes 
	Yes
	Yes

	to roaming
	Roaming outbound support
	Yes
	Yes
	Yes


Discussion:

AT&T commented that Scenarios 1 and 3 should not be used in the comparison. The main comparison should be between scenarios 2 and 4. Verizon commented that this was useful information, but had been updated from the document provided in TD IPW100025. It was clarified that the presentation had been updated after off-line comments. This presentation was then noted.
TD IPW100039 Impacts to the policy architecture when deploying NAT (ZTE).
In SA WG2#77 meeting S2-100919 is approved which brought forward a proposal the impacts from IPv6 migration architecture to the policy architecture needing to be taken into consideration. After careful analysis, we found there may be a problem with leg linking in PCRF when NAT is deployed. Figure 1 illustrates the PCC architecture with a NAT function residing on Gi reference point. The deployment as described in Figure 1 is common to IPv6 migration solutions in which NAT is key component, such as NAT44 used in Gateway-Initiated Dual-Stack LITE, PNAT used in Prefix-NAT, NAT64, etc. In the architecture as described in Figure 1, the PCRF will fail to associate Rx session with corresponding Gx session since the IP address of the service data flow sent by the AF via Rx reference point has been translated by the NAT function, while the IP address from the Gx leg is the one before NAT translation, both the PCRF and the PCEF are not aware of the translation.

This was out of scope of the Workshop. Possibly for SA WG2 Discussion.

6
Summary and way forward

TD IPW100059 Workshop Summary and Conclusions (Workshop Chairmen (Fred Baker, Balazs Bertenyi))
Summary:

-
Scenarios for IPv6 migration were discussed based on 3GPP Technical Report 23.975

-
The discussion focused on validating the scenarios

-
General IPv6 transition and deployment guidelines were outlined based on input from IETF

-
Solutions for migration and v4-v6 co-existence were presented

-
Solutions included existing RFCs and working group items but also proposals in Internet Drafts

-
Gap analysis with respect to transition scenarios was discussed

Conclusions on scenarios:

-
Scenarios 1 and 3 based on dual-stack and IPv6-only deployments were generally recognized as valid

-
See docs IPW100013, IPW100028

-
Scenario 2 was also recognized as valid, addressing two separate problems related to insufficient RFC1918 space and subscriber identification

-
See doc IPW100027

-
Scenario 4 did not receive wide support from the workshop, largely because it was felt that it addressed a problem already solved by other scenarios

-
Variants of some of these scenarios were brought up during the discussions, conclusions were not reached on these

-
These may need further discussion

Conclusions on solutions:

-
It was recognized that necessary support in the network and devices is already available to "switch on" IPv6 in 3GPP networks

-
Some networks reported running dual stack

-
Some networks reported running IPv6-only now

-
Solutions enhancing existing mechanisms for dual stack deployments and new solutions for IPv6-only deployments drew wide support

-
Gateway-initiated Dual Stack Lite
-
Stateless and stateful IPv4/IPv6 translation

Next steps: 3GPP:

-
IETF and 3GPP are expected to focus further work based on the conclusions of the workshop


Note that the workshop itself does not have the mandate to make formal decisions

-
3GPP is expected to identify possible normative specification impacts, if any, of the preferred solutions

-
A need was identified to provide more operational guidelines about IPv6 deployment to 3GPP operators

-
The best location for these guidelines is FFS (e.g. 3GPP TR 23.975, GSMA, etc)

Next steps: IETF:

-
IETF and 3GPP are expected to focus further work based on the conclusions of the workshop

Note that the workshop itself does not have the mandate to make formal decisions

-
IETF is encouraged to continue working on stateless and stateful IPv4/IPv6 translation mechanisms

-
These mechanisms are being worked on in IETF BEHAVE group

-
IETF is also encouraged to consider new solutions that are not yet working group items

-
Gateway Initiated DS Lite
-
Per-interface NAT44 bindings addressing IPv4 address shortage


Note that the workshop has not set any timelines

Discussion and conclusion:

Deutsche Telekom thanked the Chairmen for this concise and complete summary and supported this as a conclusion document from the Workshop. Telekom Italia requested removing 'stateless' from the conclusions on solutions for IPv4/IPv6 translation. Ericsson commented that the switching on of IPv6 in networks is important in order to stimulate the deployment of IPv6 applications. China Mobile commented that this conclusion and stimulating of IPv6 in networks was what they expected from the workshop.

It was noted that 3GPP is working on some Features which have a relation to IPv6 deployment, e.g. LIPA and SIPTO. These may need to be addressed together with the IETF in the future.

China Mobile asked whether further study of deployment will be discussed in 3GPP TSG SA or SA WG2. It was reported that there are other bodies (e.g. GSMA) which may do this and this should be further discussed outside of this workshop. Nokia asked if there were any expected timescales for the IETF work. It was clarified that this depends on the effort individuals put into the drafts at the IETF working groups. This was revised to remove 'stateless' from the Conclusions on solutions in TD IPW100060 which was the endorsed summary of conclusions from this workshop.

7
Close of the Workshop

A report of the conclusions from the workshop will be posted as an Internet Draft. The draft will also be available at http://www.3gpp.org/ftp/workshop/2010-03-01_IPv4-to-IPv6_with-IETF/Report.

The Workshop Co-Chairman Mr. Balazs Bertenyi thanked the hosts, China Mobile, for organising the workshop. The Workshop Co-Chairman Mr. Fred Baker reported that a letter would be sent from the IETF to China Mobile, thanking them for organising this workshop.The Chairmen thanked the attendees for their presentations and cooperation in the discussions and closed the workshop.
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