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Introduction
The draft skeleton of technical report of NR studies on RF and coexistence aspects has been approved in RAN4#79 in [1]. We provided four different contributions related to generic mmWave issues in RAN4#82, which are listed below:
1. PA considerations for mm-wave technologies [2]
2. Noise figure for mm-wave technologies [3]
3. Carrier frequency and mm-wave technology aspects [4]
4. Filtering aspects in mm-wave technology [5]
In this contribution, we provide a combined TP by including the content of the above TPs related to several mmWave issues for TR 38.803.
Text proposal
The following text proposal is related to Section 6.1. 
<<<<< START of TEXT PROPSOAL >>>>>
[bookmark: _Toc452032728][bookmark: _Toc452032723]6.1	Common issues for UE and BS
Editor’s note: Common RF issues for both UE and BS RF requirement feasibility are captured
6.1.X	PA efficiency in relation to unwanted emission for mm-wave technologies
Radio Frequency (RF) building block performance generally degrades with increasing frequency. The power capability of power amplifiers for a given integrated circuit technology roughly degrades by 20 dB per decade, as shown in Figure 6.1.X-1. There is a fundamental cause for this degradation; increased power capability and increased frequency capability are conflicting requirements as observed from the so-called Johnson limit. In short, higher operational frequencies require smaller geometries, which subsequently result in lower operational power in order to prevent dielectric breakdown from the increased field strengths. Moore’s Law does not favor power capability performance.
A remedy is however found in the choice of integrated circuit material. Mm-wave integrated circuits have traditionally been manufactured using so called III-V materials, i.e. a combination of elements from groups III and V of the periodic table, such as Gallium Arsenide (GaAs) and more recently Gallium Nitride (GaN). Integrated circuit technologies based on III-V materials are substantially more expensive than conventional silicon-based technologies and they cannot handle the integration complexity of e.g. digital circuits or radio modems for cellular handsets. Nevertheless, GaN-based technologies are now maturing rapidly and deliver power levels an order of magnitude higher compared to conventional technologies. 
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[bookmark: _Ref449015269]Figure 6.1.X-1 Power amplifier output power versus frequency for various semiconductor technologies. The dashed line illustrates the observed reduction in power capability versus frequency (-20 dB per decade).
There are mainly three semiconductor material parameters that affect the efficiency of an amplifier: the maximum operating voltage, maximum operating current density and knee-voltage. Due to the knee-voltage, the maximum attainable efficiency is reduced by a factor proportional to:

Where k is the knee-voltage to the maximum operating voltage ratio. For most transistor technologies the ratio k is in the range of 0.05 to 0.01, resulting in an efficiency degradation of 10% to 20%.
Figure 6.1.X-2 shows the saturated power added efficiency (PAE) as function of frequency. The maximum reported PAE is about 40% and 25% at 30 GHz and 77 GHz, respectively. 
PAE is expressed as PAE = 100*{[POUT]RF – [PIN]RF} / [PDC]TOTAL . 
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[bookmark: _Ref449620899]Figure 6.1.X-2 Saturated power added efficiency versus frequency for various semiconductor technologies. The data points are taken from published microwave and mm-wave power amplifier circuits.
At mm-wave frequencies the available output power is fundamentally limited by semiconductor technologies. Furthermore, the efficiency is also degraded with frequency.
Considering the PAE characteristics in Figure 6.1.X-2, and the non-linear behavior of the AM-AM/AM-PM characteristics of the power amplifier, significant power back-off would be necessary to reach certain linearity requirement such as ACLR. Considering the heat dissipation aspects and significantly reduced area/volume for mm-wave products, the complex interrelation between linearity, PAE and output power in the light of heat dissipation should be considered. 

6.1.X	Noise figure, dynamic range and bandwidth dependencies for mm-wave technologies
The dynamic range (DR) of a cellular receiver will in general be limited by the front-end insertion loss (IL), the receiver (RX) LNA and the ADC noise and linearity properties. 
Typically DRLNA ≫ DRADC so the RX use AGC and selectivity (distributed) in-between the LNA and the ADC to optimize the mapping of the wanted signal and the interference to the DRADC. For simplicity only a fixed gain setting is considered here. This example in Figure 6.1.X-1 shows a TDD implementation 
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Figure 6.1.X-1 Typical zero-IF transceiver schematic
6.1.X.1 Noise figure model 
A simplified receiver model can be derived by lumping the FE, RX and ADC into three cascaded blocks. This model cannot replace a rigorous analysis but will show the main parameter inter dependencies. 
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Figure 6.1.X-2	A simplified receiver model
Focusing on the small signal co-channel noise floor, the impact of various signal and linearity impairments can be studied to arrive at simple noise factor, or noise figure, expression. 
6.1.X.2 Noise factor and noise floor 
Assuming matched conditions Friis’ formula can be used to find the noise factor at the receiver input as (linear units unless noted), FRX = 1+(FLNA −1)+(FADC −1)/G. 
The RX input referred small-signal co-channel noise floor will then be equal to 
NRX =FLNA·N0+NADC/G, 
where N0 = k · T · BW and NADC are the available noise power and the ADC effective noise floor in the channel bandwidth, respectively (k and T being Boltzmann’s constant and absolute temperature, respectively). The ADC noise floor is typically set by a combination of quantization, thermal and intermodulation noise, but here we just assume a flat noise floor as defined by the ADC effective number of bits (SINAD = 3/2·22·ENOB). 
The effective gain from LNA input to ADC input, (G) depends on small-signal gain, AGC setting, selectivity and desensitization (saturation), but here it is assumed that the gain is set such that the antenna referred input compression point (CPi) corresponds to the ADC clipping level, i.e. the ADC full scale input voltage (VFS). 
For weak nonlinearities, there is a direct mathematical relation between CP (1dB compression point) and the third-order intercept point (IP3) such that IP3 ≈ CP + 10 dB. For higher-order nonlinearities, the difference can be larger than 10 dB, but then CP is still a good estimate of the maximum signal level while inter-modulation for lower signal levels may be overestimated. 
6.1.X.3 1dB Compression point and gain 
Between the antenna and the RX we have the FE with its associated insertion loss (IL>1), e.g. due to a T/R switch, a possible RF filter, and PCB/substrate losses. These losses have to be accounted for in the gain and noise expressions. Knowing IL, the CPi can be found that corresponds to the ADC clipping as 
CPi = IL·NADC ·DRADC/G.
The antenna referred noise factor and noise figure will then become 
Fi = IL·FRX = IL·FLNA+CPi/(N0 ·DRADC), and, NFi = 10· log10(Fi), respectively. 
When comparing two designs, e.g. at 2 and ~30 GHz, respectively, the ~30 GHz IL will be significantly higher than that of the 2GHz. From the Fi expression it can be seen that to maintain the same noise figure (NFi) for the two carrier frequencies, we need to compensate the higher FE loss at ~30 GHz by improving the RX noise factor. This can be accomplished (i) by using a better LNA (ii) by relaxing the input compression point, i.e. increasing G, or (iii) by increasing the DRADC. Usually a good LNA is already used at 2GHz to achieve a low NFi so this option is rarely possible. Relaxing CPi is an option but this will reduce IP3 and linearity performance will degrade. Finally, increasing DRADC comes at a power consumption penalty (4× per extra bit). Especially wideband ADCs may have a high power consumption, i.e. when BW is below some 100 MHz the N0 · DRADC product (i.e. BW · DRADC ) is proportional to the ADC power consumption, but for higher bandwidths the ADC power consumption is proportional to BW 2 · DRADC , penalizing higher BW, see the ADC section. Increasing DRADC is typically not an attractive option and it is inevitable that the ~30 GHz receiver will have a significantly higher NFi than that of the 2GHz receiver. 
6.1.X	Filtering aspect for mm-wave technologies
Various types of filters have been deployed in 3GPP based BS and UE implementations below 6 GHz. The filters mitigated the unwanted emissions arising from e.g. non-linearity in the transmitters generated due to intermodulation, harmonics generation etc. In the receiver chain filters where deployed to handle either own transmitter in paired bands or suppress the interferer at adjacent or other frequencies.
The requirements have also been differentiated in terms of levels e.g. for spurious emission, general, co-existence in the same geographical areas and co-location has been specified while the requirement levels for in-band to out-of-band has also been considered by exclusion zones defining e.g. the in-band and spurious emission domain respectively. 
For mm-wave frequencies depending on the waveform design and OFDM numerology, different modulation spectrums affecting the filtering and size of the exclusion zones should be considered. 
Considering the limited size (area/volume) and level of integrations needed for mm-wave frequencies, the filtering can be challenging where discrete mm-wave filters are far too bulky to be fitted in limited size as well as the challenge it poses to embed such filter into highly integrated structures for mm-wave products.
It is worth mentioning here that, the above mentioned issues can become challenging (or even prohibitive) especially for UE implementation for operation in mmwave spectrum. 

6.1.X.1 Possibilities of filtering in the analogue front-end 
Different implementations provide different possibilities for filtering. The implementations can be roughly distinguished between two main cases:

· Low-cost, monolithic integration with one or a few multi-chain CMOS/BiCMOS core-chip with built-in power amplifiers and built in down-converters. This case will give limited possibilities to include high performance filters along the RF-chains since the Q-values in on chip filter resonators will be poor (5-20).
· High performance, heterogeneous integration with several CMOS/BiCMOS core chips, combined with external amplifiers and external mixers. This implementation allows the inclusion of external filters along the RF-chains (at a higher complexity, size, and power consumption). 

There are at least three places where it makes sense to put filters, depending on implementation:

· Behind or inside the antenna element (F1 or F0), where loss, size, cost and wide-band suppression is important.
· Behind the first amplifiers (looking from the antenna side), where low loss is less critical (F2).
· On the high frequency side of mixers (F3), where signals have been combined (in the case of analogue and hybrid beam forming).
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Figure 6.1.X-1	Possible filter placements
The main purpose of F1/F0 is to suppress interference and emissions far from the desired channel across a wide frequency range (e.g. DC-60 GHz). There should not be any un-intentional resonances or passbands in this wide frequency range. This filter will help relax the design challenge (bandwidth to consider in optimizations, and linearity requirements) of all following blocks. Insertion loss must be very low, and there is a strict size and cost requirements since there possibly will be one filter at each sub-array. 
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Figure 6.1.X-2	Filter example
The main purpose of F2 would be to suppress LO leakage and unwanted mixing products, and it will also add image rejection and rejection of general interference a few channels away from the carrier. There are still strict size requirements, but more loss can be accepted (behind the amplifiers) and also un-intentional passbands (since F1/F0 will handle that). This enables better frequency precision (half-wave resonators) and better discrimination (more poles).
The main purpose of F3 would be to suppress LO leakage and unwanted mixing products, but there is also a possibility to obtain suppression in neighbouring channels, to protect mixer and ADC. For analogue (or hybrid) beam-forming it is enough to have just one (or a few) such filter(s). This relaxes requirements on size and cost, which opens the possibility to achieve high Q and high precision.
The deeper in the RF-chain the filtering is placed (starting from the antenna element) the better protected the circuits will get.
For the monolithic integration case it is difficult to implement filters F2 and F3. One can expect performance penalties for this case. In addition, output power is typically lower.
In addition, the shielding to achieve isolation over high frequency range can be challenging, as microwaves have a tendency to bypass filters by propagating in ground structures around them.

6.1.X.2 Insertion loss (IL) and bandwidth
Sharp filtering on each branch (at positions F1/F0) with narrow bandwidth leads to excessive loss at microwave and mm-wave frequencies. To get the insertion loss down to a reasonable level one the passband can be made significantly larger than the signal bandwidth. A drawback of such an approach is that several unwanted neighbouring wideband channels will pass the filter. In choosing the best loss-bandwidth trade-off there are some basic dependencies to be aware of:

IL increases with increasing fc (for fixed BW).
IL decreases with increasing Q.
IL increases with increasing N.

To exemplify the trade-off we study a 3-pole LC-filter with Q=20, 100, 500 and 5000, for 100 and 800 MHz 3dB-bandwidth, tuned to 15 dB equal ripple (with Q=5000) is examined in Figure 6.1.X-3.
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Figure 6.1.X-3	Example 3-pole LC filter with 800 and 4x800 MHz bandwidth, for different Q value
From this study it is observed that:

800 MHz bandwidth or smaller, requires exotic filter technologies, with a Q-value around 500 or better to get an IL below 1.5 dB. Such Q-values are very challenging to achieve considering constraints on size and cost.
By relaxing the requirement on selectivity to 4x800 MHz, it is sufficient to have a Q-value around 100 to get 2 dB IL. This should be within reach with a low-loss, PCB. The margin in terms of bandwidth will help to accommodate typical production tolerances of the PCB.

6.1.X	Carrier frequency and mm-wave technology aspects
Designing a receiver at, e.g., ~30 GHz with a 1 GHz signal bandwidth leaves much less design margin than what would be the case for a 2 GHz carrier with e.g. 50 MHz signal bandwidth as the IC technology speed is similar in both cases but the design margin and performance depends on the technology being much faster than the required signal processing.
The free space wavelength at ~30 GHz is only 1 cm which is one tenth of what we are used to from existing 3GPP bands below 6 GHz. Antenna size and path loss are related to wavelength and carrier frequency, and to compensate the small physical size of a single antenna element we will have to use multiple antennas, e.g. array antennas. Then, when beam forming is used the spacing between antenna elements will still be related to the wavelength constraining the size of the FE and RX. Some of the implications of these frequency and size constraints are: 
· The ratios ft/fcarrier and fmax/fcarrier, where ft is the transistor transit frequency (i.e. when the RF device´s current gain is 0 dB), and where fmax is the maximum frequency of oscillation (i.e. when the extrapolated power gain is 0 dB), will be much lower at millimeter wave frequencies than for below 6 GHz applications. As receiver gain drops with operating frequency when this ratio is less than some 10 − 100×, the available gain at millimeter waves will be lower and consequently the device noise factor Fi higher (similar as if Friis’ formula was applied to a transistor’s internal noise sources). 
· The breakdown voltage of active devices is inversely proportional to the maximum speed of the device due to the Johnson limit. I.e. vsat · Ebr = const. or fmax · Vdd = const. As a consequence the supply voltage will be lower for millimeter-wave devices compared to low GHz ones. This will limit the CPi and the maximum available dynamic range. 
· Higher level of transceiver integration is required to save space, either as System-On-Chip or System-In-Package. This will limit the number of technologies suitable for the RF transceiver and limit FRX . 
· RF filters will have to be placed close to the antenna elements and fit into the array antenna. Consequently they have to be small, resulting in higher physical tolerance requirements, possibly at the cost of insertion loss and stop-band attenuation. That is, IL and selectivity gets worse. 
Increasing the carrier frequency, fcarrier from, say 2 GHz to ~30 GHz (i.e. >10×) has a significant impact on the circuit design and its RF performance.  For example, modern high-speed CMOS devices are velocity saturated and their maximum operating frequency is inversely proportional to the minimum channel length, or feature size. This dimension halves roughly every four years, as per Moore’s law (stating that complexity, i.e. transistor density, doubles every other year).  With smaller feature sizes internal voltages must also be lowered to limit electrical fields to safe levels.   Thus, designing a 30 GHz RF receiver corresponds to designing a 2 GHz receiver using about 15 years old low-voltage technology (i.e. today’s breakdown voltage but 15 years old ft, see figure based on ITRS device targets). With such a mismatch in device performance and design margin it is not to be expected to maintain 2GHz performance and power consumption at 30 GHz.
The signal bandwidth at mm-wave frequencies will also be significantly higher than at, say, 2GHz.  For an active device, or circuit, the signal swing is limited by the supply voltage at one end and by thermal noise at the other.  The available thermal noise power of a device is proportional to BW/gm, where gm is the intrinsic device gain (trans-conductance).  As gm is proportional to bias current we can see that the dynamic range then becomes the ratio 
DR ∝ Vdd2 ·Ibias/BW = Vdd ·P/BW, or
P ∝ BW·DR/ Vdd
Where P is the power dissipation.
Receivers for mm-wave frequencies will have increased power consumption due to higher BW, aggravated by the low-voltage technology needed for speed, compared to typical 2GHz receivers.
Thus, considering the thermal challenges given the significantly reduced area/volume for mm-wave products, the complex interrelation between linearity, NF, bandwidth and dynamic range in the light of power dissipation should be considered.
<<<<< END of TEXT PROPSOAL >>>>>
Conclusion
We propose to adopt the above mentioned text proposal for TR 38.803.
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In general, the cellular receiver dynamic range (DR) is limited by the
front-end insertion loss (IL), the transceiver (RX) LNA and ADC noise and
linearity properties.



Typically DRLNA � DRADC so the RX use AGC and selectivity (distributed)
in-between the LNA and the ADC to optimize the mapping of the wanted
signal and the inteference to the DRADC . For simplicity we only consider a
fixed gain setting here.
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Noise figure model



A simplified receiver model can then be derived by lumping the FE, RX and
ADC into three cascaded blocks. This model cannot replace a rigorous
analysis but will show the main parameter inter dependencies.
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Focusing on the small signal co-channel noise floor we can study the impact of
various signal and linearity impairments to arrive at simple noise factor, or
noise figure, expression.



Noise factor and noise floor



Assuming matched conditions we can use Friis’ formula to find the noise factor
at the receiver input as (linear units unless noted),



FRX = 1 + (FLNA � 1) +
FADC � 1



G
.



The RX input referred small-signal co-channel noise floor will then equal



NRX = FLNA ·N0 +
NADC



G
,



where N0 = k ·T ·BW and NADC are the available noise power and the ADC
e↵ective noise floor in the channel bandwidth, respectively (k and T being
Boltzmann’s constant and absolute temperature, respectively). The ADC
noise floor is typically set by a combination of quantization, thermal and
intermodulation noise, but here we just assume a flat noise floor as defined by
the ADC e↵ective number of bits (SINAD = 3



2 · 2
2 ·ENOB).



The e↵ective gain from LNA input to ADC input, (G) depends on small-signal
gain, AGC setting, selectivity and desensitization (saturation), but here we
assume the gain is set such that the antenna referred input compression point
(CPi) corresponds to the ADC clipping level, i.e. the ADC full scale input
voltage (VFS).



For weak nonlinearities, there is a direct mathematical relation between CP
and the third-order intercept point (IP3) such that IP3 ⇡ CP + 10dB. For
higher-order nonlinearities, the di↵erence can be larger than 10 dB, but then
CP is still a good estimate of the maximum signal level while inter-modulation
for lower signal levels may be overestimated.
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