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1	Introduction
RAN4 agreed WF [4] in Ljubljana meeting including capturing following topics:
Way forward
· Further investiations of RAN1 decisions on signals for cell identification and measurements (including discovery signals) and the means to have requirements for fast cell identfication and measurement
Way forward
· Investigate agreements in other working groups on RRC states (eg “new” RRC state), HARQ feedback schemes for NR etc

Following agreements were made related to CA and Dual Connectivity for NR (in RAN1#86bis):
	Agreements
· Study at least the following aspects for NR carrier aggregation / dual connectivity
· Intra-TRP and inter-TRP with ideal and non-ideal backhaul scenarios
· Number of carriers
· The need for certain channels, e.g. downlink control channel, uplink control channel or PBCH for some carriers
· Cross-carrier scheduling and joint UCI feedback, e.g. HARQ-ACK feedback
· TB mapping, i.e., per carrier or across carriers
· Carrier on/off switching mechanism
· Power control
· Different numerologies between different/same carrier(s) for a given UE
· FFS: whether/if different numerologies are multiplexed on one carrier for one UE is called carrier aggregation / dual connectivity




One key point, which needs to be addressed in RAN4, is the latency in getting an inter-site small cell in use (both in CA and DC deployments). Even with very high small cell throughputs, the practical utilization of the small cells can be significantly hampered if the configuration and activation latencies are long.
The offloading to an inter-site (and inter-frequency) small cell can be slow due to the time it takes for UE to detect, measure and report the small cell, the time it takes for the network to configure this cell, and finally the time it takes to activate the new cell. Each of these aspects are relevant, but in the current LTE the largest contributor to the offloading delay are the inter-frequency measurements.
This contribution presents simulation results showing the performance impact of the offloading delay.

2	Considerations on fast small cell access in NR
With today’s typical smart phone traffic profile with always on applications, there are packet calls every few minutes or so, mostly having only small amount of data (few hundred kilobytes). In LTE networks, the UEs are often frequently transitioned between RRC connected and IDLE states in-between the traffic activity. The reason for the network operating this way (instead of keeping UE in the connected mode for longer periods) is to drive down the UE power consumption. There is also the additional benefit of reduced HO signaling, compared to configuring UE with connected mode DRX and keeping the connection for longer time. However, when UE is moved to idle/inactive state to allow saving power, UE typically would not measure inter-frequency small cells. Therefore, there is a trade-off.
For NR, the same problem is still valid, and should be addressed early on in the system design. Even if the UE’s connection is not released in-between the packet calls, but instead a new RRC-inactive state is used, the inter-site small cell configuration (CA, DC, LTE-NR tight interworking, multi-connectivity etc.) may need to be dropped in order to conserve UE power that would be spent on measuring the small cell. The scenario is illustrated in Figure 1.


[bookmark: _Ref465698765]Figure 1 Illustration of the inter-site small cell scenario.


One of the main KPI requirements for NR is to achieve low latency. According to [1], the target for control plane latency should be 10 ms. For URLLC the target for user plane latency should be 0.5 ms for UL, and 0.5 ms for DL. In addition, the target for mobility interruption time should be 0 ms. This KPI is for both intra-frequency and inter-frequency mobility for intra-NR mobility. Therefore, nevertheless, the requirements for low latency and fast connection is a critical aspect of NR. 
One the other hand, another NR KPI is the peak spectral efficiency, where the target is 30 bps/Hz for downlink and 15 bps/Hz for uplink. In order to achieve this, features like CA/DC should be in place. However, as illustrated in Figure 2, one aspect that should be addressed from the start, is the fact that the delays in setting up CA/DC connection can significantly limit the availability of these high data rates. 
Before the small cell is up and running, the UE is likely served by a larger coverage macro cell, that can offer much more limited throughput, as NR may utilize 1GHz TX/RX bandwidth or even more in high frequencies compared few tens of megahertz in low frequencies providing coverage macro cell. Thus, as depicted in Figure 2, this can result in additional delay before the higher throughput is used, which will directly affect the user experience as lower user perceived throughput.



[bookmark: _Ref465434050]Figure 2 Illustration of the potential performance bottleneck. The delay in setting up the CA/DC and getting inter-frequency small cell activated means that UE is initially served only in macro cell with low throughput. This is not good for either the network (congested macro as offloading traffic is slow, underutilized small cells) or the user (lower throughput, longer E2E latency).

In order to quantify the impact on performance, in the following sections 2.1 and 2.2 we present simulation results for an inter-site CA deployment. In addition, in section 2.3 we propose a potential solution approach to avoid this performance bottleneck.
[bookmark: _Ref465592219]2.1 Simulation setup	
We conducted system simulations in order to analyse the effect of small cell access/set-up delays, in an inter-site CA deployment. The scenario is LTE macro-small cell, with 21 macro-cells, each macro cell having a cluster of 4 small cells. UEs move within the small cell deployment area with 3 km/h. 
The performance evaluation is done for FTP 1 traffic model [2]. Different total CA setup delays have been simulated, ranging from the ideal 0 to 4000 ms. This delay is the total delay assumed from the arrival of new traffic until the UE is scheduled in the small cell. So it is assumed to include the UE measurement, measurement reporting, configuration and activation delays. In LTE, the typical set-up delay for CA depends on the number of inter-frequency carriers measured. In case of one frequency layer, the delay is expected to be around 500 ms. Longer delays can be expected if more carriers are monitored. Shorter values are simulated to show the gain potential.
More details of the simulation assumptions and setup used are given in the Annex.

2.2 Simulation results
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[bookmark: _Ref465592942]Figure 3 Mean user throughput, for offered load         5 Mbps 
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[bookmark: _Ref465592944]Figure 4 Percentage of data received through small cells, for offered load 5 Mbps




Figure 3 shows the mean user perceived throughput for different CA setup delays and for different FTP file sizes. Figure 4 shows the percentage of the user data served through the small cells. Both of these are for the case of low offered load. From results we can observe the following:
· In case of small file size, the usage of small cell layer is very low (in many cases the small cell layer is not used at all due to large delay in setting up the CA)
· Decreasing the small cell layer set-up delay, there is higher probability getting the small cell in use before the file transfer is fully completed and therefore on average better user throughput is experienced
· With larger file sizes, the usage of small cell starts to clearly increase
· However, even in case of quite large file sizes (5 MB), there is a substantial increase in use of the small cell layer when the set-up delay is small.
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[bookmark: _Ref465602119]Figure 5 Mean user throughput, for offered load      20 Mbps
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[bookmark: _Ref465602103]Figure 6 Percentage of data received through small cells, for offered load 20 Mbps



Figure 5 and Figure 6 show the mean user perceived throughput and the percentage of data received through small cells in higher load scenario. We can observe:
· Similar observations as in low load case
· Long CA configuration and activation delays have noticeable negative impacts on user throughputs with small and larger file sizes 
· Increasing the file size, the positive impact of a short small cell layer configuration delay can be clearly seen

Observation 1: Fast access of small cell layer is beneficial for both small and large file size, as well as with low or high network load.
Observation 2:  Shorter small cell access delay gives significant improvements in small cell usage and user experience.
Requirements should be defined to enable getting the most out of the small cells and thus reach the desired NR KPI. Such mechanisms should be studied in RAN4 for intra-NR CA/DC/multi-connectivity as well as LTE-NR tight interworking.
Observation 3: RAN4 requirements play a significant role in enabling reducing the setup delay
Observation 4: RAN4 should study how to efficiently reduce the current delays.

2.3  Reducing delay for utilization of multi-cell configurations
From RAN4 perspective several aspects adds to the overall delay when it comes to the enabling use of a cell:
· Inter-frequency or intra-frequency cell detection requirements
· Inter-frequency or intra-frequency measurement requirements
· Configuration delay requirements
· Activation delay requirements
Each of these steps are adding some delays to overall delay. Most significant delays are seen from the cell detection and measurement minimum requirements.
As the inter-frequency measurements and measurement reporting delays are the most significant contributor to the effective offloading delay, we look into how we could reduce these. Even though in the NR the measurement procedures are still open these can be expected to be somewhat faster than in LTE. Faster cell detection and measurement should be reflected in the UE requirements in NR to enable reduction of the delays.
Observation 5: Design of faster cell detection and measurements in NR should be reflected in the UE requirements.
Still, there is some amount of measurement averaging and filtering needed in order to avoid unstable measurements – it is expected that is difficult to avoid these. Hence, although it is expected that this will be a component of the offloading delay also in NR, RAN4 should actively work to reduce this.
One simple approach is to try to move some of the measurement effort to the time before the traffic activity starts. Running full-blown small cell (carrier) measurements for IDLE or RRC-inactive UE may be too much overhead, however. Therefore, we see that we should try to strike a balance between UE power consumption and offloading latency.
This could be achieved if, at in RRC connected active state, the network configures the UE with inter-frequency measurements that will be applied when in NR inactive connected or in LTE inactive. To reduce the measurement effort, these could be with reduced measurement performance requirements and/or for a limited duration of time. Therefore, the UE inter-frequency measurements in inactive state would be less frequent than in RRC connected and thus less effort for the UE. Moreover, the measurements could be limited to just one small cell carrier. During the connection establishment/resume, the UE can immediately send the measurement report to the network. This allows faster configuration of CA/DC compared to configuring and waiting for UE measurements and measurement report only after transitioning to RRC connected state. 
Observation 6: Means to reduced measurement delays would need to part of RAN4 study.
Observation 7: Reduced measurement time by using wider bandwidth measurements could reduce overall UE measurement burden. 

3	Conclusions
In this contribution, we discussed the impact of small cell access delay in an inter-site CA/DC deployment. Simulation results were shown, indicating significant potential for performance improvement. The following observations and proposals were made:
Observation 1: Fast access of small cell layer is beneficial for both small and large file size, as well as with low or high network load.
Observation 2:  Shorter small cell access delay gives significant improvements in small cell usage and user experience.
Observation 3: RAN4 requirements play a significant role in enabling reducing the setup delay
Observation 4: RAN4 should study how to efficiently reduce the current delays.
Observation 5: Design of faster cell detection and measurements in NR should be reflected in the UE requirements.
Observation 6: Means to reduced measurement delays would need to part of RAN4 study.
Observation 7: Reduced measurement time by using wider bandwidth measurements could reduce overall UE measurement burden. 
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Annex Simulation parameters
Table 1 General parameters
	[bookmark: _Ref399315920]Parameter
	Assumption

	System bandwidth - macro
	10 MHz

	System bandwidth - small cell
	10 MHz

	Frequency layer - macro
	2.0 GHz

	Frequency layer - small cell
	3.5 GHz

	Cell layout
	Hexagonal grid, 7 sites, 21 cells per site, with wrap-around

	Small cells
	Cluster of 4 small cells per macro

	UE mobility
	Static

	UE deployment
	All UEs in small cell area, 80% indoor

	Macro inter-site distance
	500 m

	DL Antenna configuration
	2x2, LMMSE-IRC receiver, rank 1-2

	Macro BS Tx power
	46 dBm

	Small cell Tx power
	30 dBm

	UE maximum Tx power
	23 dBm

	Channel model 
	3D channel model [3]

	Pathloss model - macro
	3D-UMa [3]

	Pathloss model - small cell
	3D-UMi [3]

	Traffic
	FTP model 1 [2]

	FTP file size
	Varied (0.1MB, 0.5MB, 1.0MB, 5.0MB)

	Offered load 
	Varied (5, 20 Mbps per macro area)

	Scheduler
	Proportional fair

	SCell activation delay
	24 ms

	SCell detection + measurement + configuration delay
	Varied (0, 50, 100, 200, 500, 1000, 4000 ms)

	SCell configuration 
	A4, RSRQ threshold -15 dB

	SCell activation
	A1, RSRQ threshold -15 dB
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