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1 Introduction
In previous RAN4 meetings, there was a lot of discussion on the RRM requirements for HST. It has tentatively agreed that the RRM requirements when UE is in RRC_IDLE state should be revisited and updated. However whether the RRM requirements for RRC_CONNECTED DRX state e should be enhanced has not yet been decided. 
One of main arguments from opponents is that the network can configure the UE with non DRX or very short DRX cycle in order to keep the good mobility performance for HST UE. But this kind of configurations will reduce the power saving benefits from DRX operations to the minimum or zero which is not expected by the operators. Thus care should be taken for high speed scenario to make good tradeoff between mobility performance and the UE power consumptions.
 In the following of this paper we present the necessity of introduction of DRX based RRM requirements for HST in terms of DRX power saving gain, traffic service in HST and the necessity of DRX in such scenarios.
2 Discussion
2.1 DRX concepts

The DRX operation was introduced in LTE from R8. It is not new concept. Similar mechanism has already introduced for UMTS or WiMAX system. Given the packet-data traffic is often highly bursty with occasional periods of transmission activity followed by longer periods of silence the main motivation for DRX is that it is beneficial to switch off the UE receiver circuity when no traffic is transmitted to the UE. This significantly reduces the power consumptions of receiver circuitry in a typical terminal.  
Typically the network will configure a DRX cycle for the UE. When the DRX cycle is configured the UE will ‘wake up’ and read the PDCCH only in some subframes per DRX cycle to check if any data is scheduled for it and ‘sleep down’ in the remaining time. A lot of related timers can be optionally configured with DRX cycle to refine the DRX operations to make best tradeoff between the availabily of data recepetion opportunities and UE power consumptions.  It is obvious that the longer DRX cycle the lower UE power consumes with longer transmission delay. 

Benefits of power saving due to DRX operation
Pecentage of power saving = (M·P_off+N·P_on) /[(M+N) ·P_on]*100%






(1)
It is assumed that there are M subframes during which the UE is in the DRX mode i.e.power switched off and N subframes during which the UE is in normal operation. Furthermore it is assumed that the power spent per subframe is P_off and P_on, repectively. In principle the ratio of P_on and P_off is directly related to the number of circuity powered down during the DRX mode, i.e. it is UE implementation specific. For commercial chipset we think it is not difficult to achive that the P_on is more than 50~100 times as large as the P_off. It means that the total power saving depends on how many subframes can be switched off. 
For the most idealistic case it is assumed only one subframe is set for onDurationTimer and no other timers are configured for UE which is in active state. Some examples of the power saving gain for DRX in ACTIVE state is shown in Table1 (Not all the DRX configurations are listed in the Table). It should be noted that in the real network the other DRX related timers such as drx-InactivityTimer and drx-RetransmissionTimer could typically be moe than zero and onDurationTimercould be more than 1. That will extend the UE wake up time and reduce the power saving gain further. So the Table1 is just tending to show that the power saving gain of DRX is great even in HST scenario.
Table1. Power saving gain of DRX for ACTIVE UE
	Long DRX cycle
	On duration timer
	Power saving gain

	sf10
	psf1
	1-1/10=90%

	sf20
	psf1
	1-1/20=95%

	sf80
	psf1
	1-1/80=98.75%

	sf160
	psf1
	1-1/160≈99.38%

	sf320
	psf1
	1-1/320≈99.69%

	sf2560
	psf1
	1-1/2560≈99.96%


Benefits of resource utilization due to DRX operation
The UE in DRX is not expected to send the CQI and the SRS over the uplink channel. The corresponding resource can be allocated to other UEs to improve the resource utilization.
It is not foreseen that there is big difference between normal macro deployment and HST in terms of the DRX configuration and implementations. Thus the benefits of power saving and resource untilization is similar. Thus it is observed that
Observation: It is very beneficial to introduce DRX based operation in HST deployment.
2.2 Necessity to configure DRX operation in HST.

Whether DRX operation is needed to the UE and what is the configurations are eNB implementations specific. Bad implementation will lead to low cell throughput efficiencyand and high UE power consumptions. Typically the following parameters should be considered to decide the DRX configurations,
· Packet delay budget of traffic service[defined in TS 23.203 and see Appendix for details]
· Packet arrival pattern
· Mobility requirements, et.al.
The optimal DRX configurations depend on the service type since traffic activities and the tolearable delay requirements vary for different services. Therefore, eNB should decide parameters for DRX/DTX operation depending on the radio bearer that is established. In principle the traffic service types which can be supported by the macro deployment cells (Non-HST celss) can also be suppotted in the HST scenarios such as VoIP, web browsing, Email-downloading, streaming video, social networking message et.al. For the VoIP service typicall some short DRX cycle can be configured due to the relatively short and periodical packet delay (about 20ms). However for the web browsing, Email downloading and social networking related service the service is not so delay sensitive. Thus they leave much room for the network to configure long DRX cycle for the UE to save power consumptions. 
Take the social networking such as Facebook, Twitter, Wechat et.al as examples which services are very popular nowadays even when people are travelling on the train. Fig.1 provides the CDF of the packet inter arrival time [1].  The median time is about 200ms for twitter like service. For this kind of service and if considering the packet size is small then it is reasonable for the network to configure DRX cycle with similar level period, e.g. long DRX cycle equals to 256ms.
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Fig.1 CDFs for background packet inter-arrival times[1]
In Table 2 the estimated activity level for different radio bearers are listed [2]. We share the similar view as [2] the DRX cycle will vary largely in dynamic variation range (web browsing, gaming, etc) as highlighed in pink which indicates long DRX cycles are expected and feasible for these kinds of services in the HST scenario. It is obvious that for the FTP or Email like service they may be more time insensitive than social networking. Even longer DRX cycle than 256ms is also feasible. More simulation results on the packet inter-arrival times can be found in TR 36.822 which is the report for LTE RAN enhancements for diverse data applications led by RAN2[3]. 
Table 2. Estimated activity level for different radio bearers[2]
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Radio bearer type

“Activity level (traffic origination/arrival frequency)

Signaling radio bearers

Every second or less frequent

RBs for IMS services

Signalling (STP, RTCP)

Every few seconds or less frequent

VoIP

Every 20 or 160 msec (AMR)

Presence, Instant messaging

Every several to tens of second (.g. 20 sec)

RBs for operator provided
services (e.g i-mode)

Streaming video

From every TTI to several tens of TTT

Web browsing, Contents download

From every TT1 to several tens of TTI (during page download)

From several seconds to several minutes (during reading period)

From several tens of mse to several tens of second depending on
game type

From the table 1, roughly 2 types of activity level variations are considered. Le., activity level is almost constant or
varies in a small range (e.g. VoIP, presence and instant messaging service, streaming video) as hatched in blue, or
varies in dynamic variation range (web browsing, gaming, etc) as hatched in pink. Therefore, we need to consider
DRX/DTX control method according to the difference of activity level of the provided radio bearers.





Besides the service pattern and the delay requirements, one more considerations is that the mobility requirements should be also taken into account due to the high speed. If exemely long DRX cycle is configured in HST scenario it is definitely the mobility performance will be degraded due to the relaxed cell identification and measurement requiremnts. The comprehensive evaluation results can be found in our companying paper [4].
Finally based on the analysis above we proposed that 
Proposal1: It is necessary to introduce DRX based RRM requirements in HST for RRC_CONNECTED state 
Proposal2: The upper bound of long DRX cycle to be supported in HST should be more than [320]ms for RRC_CONNECTED state. 

3 Conclusions

In this contribution we present the analysis on the DRX in HST scenario and it is proposed that
Proposal1: It is necessary to introduce DRX based RRM requirements in HST for RRC_CONNECTED state 

Proposal2: The upper bound of long DRX cycle to be supported in HST should be more than [320]ms for RRC_CONNECTED state. 
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Appendix 1: QCI related Message in S1 interface

9.1.3.1
E-RAB SETUP REQUEST

This message is sent by the MME and is used to request the eNB to assign resources on Uu and S1 for one or several E-RABs.

Direction: MME ( eNB
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.2.1.1
	
	YES
	reject

	MME UE S1AP ID
	M
	
	9.2.3.3
	
	YES
	reject

	eNB UE S1AP ID
	M
	
	9.2.3.4
	
	YES
	reject

	UE Aggregate Maximum Bit Rate
	O
	
	9.2.1.20
	
	YES
	reject

	E-RAB to be Setup List
	
	1
	
	
	YES
	reject

	>E-RAB To Be Setup Item IEs
	
	1 ..  <maxnoof E-RABs>
	
	
	EACH
	reject

	>>E-RAB ID
	M
	
	9.2.1.2
	
	-
	

	>>E-RAB Level QoS Parameters 
	M
	
	9.2.1.15
	Includes necessary QoS parameters.
	-
	

	>>Transport Layer Address 
	M
	
	9.2.2.1
	
	-
	

	>>GTP-TEID
	M
	
	9.2.2.2
	EPC TEID.
	-
	

	>>NAS-PDU
	M
	
	9.2.3.5
	
	-
	

	>>Correlation ID
	O
	
	9.2.1.80
	
	YES
	ignore

	>>SIPTO Correlation ID
	O
	
	Correlation ID

9.2.1.80
	
	YES
	ignore


	Range bound
	Explanation

	maxnoofE-RABs
	Maximum no. of E-RAB allowed towards one UE, the maximum value is 256. 


9.2.1.15
E-RAB Level QoS Parameters

This IE defines the QoS to be applied to an E-RAB.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	E-RAB Level QoS Parameters
	
	
	
	

	>QCI
	M
	
	INTEGER (0..255)
	QoS Class Identifier defined in TS 23.401 [11].

Coding specified in TS 23.203 [13].

	>Allocation and Retention Priority
	M
	
	9.2.1.60
	

	>GBR QoS Information
	O
	
	9.2.1.18
	This IE applies to GBR bearers only and shall be ignored otherwise.


Appendix2: Standardized QCI characteristics
The one-to-one mapping of standardized QCI values to standardized characteristics is captured in table 6.1.7.

Table 6.1.7: Standardized QCI characteristics

	QCI
	Resource Type
	Priority Level
	Packet Delay Budget
	Packet Error Loss

Rate (NOTE 2)
	Example Services

	1
(NOTE 3)
	
	2
	100 ms
(NOTE 1, NOTE 11)
	10-2
	Conversational Voice

	2
(NOTE 3)
	
GBR
	4
	150 ms
(NOTE 1, NOTE 11)
	10-3
	Conversational Video (Live Streaming)

	3
(NOTE 3)
	
	3
	50 ms
(NOTE 1, NOTE 11)
	10-3
	Real Time Gaming

	4
(NOTE 3)
	
	5
	300 ms
(NOTE 1, NOTE 11)
	10-6
	Non-Conversational Video (Buffered Streaming)

	65
(NOTE 3, NOTE 9)
	
	0.7
	75 ms
(NOTE 7,
NOTE 8)
	
10-2
	Mission Critical user plane Push To Talk voice (e.g., MCPTT)

	66
(NOTE 3)
	
	
2
	100 ms
(NOTE 1,
NOTE 10)
	
10-2
	Non-Mission-Critical user plane Push To Talk voice

	5
(NOTE 3)
	
	1
	100 ms
(NOTE 1, NOTE 10)
	10-6
	IMS Signalling

	6
(NOTE 4)
	
	
6
	
300 ms
(NOTE 1, NOTE 10)
	
10-6
	Video (Buffered Streaming)
TCP-based (e.g., www, e-mail, chat, ftp, p2p file sharing, progressive video, etc.)

	7
(NOTE 3)
	Non-GBR
	
7
	
100 ms
(NOTE 1, NOTE 10)
	
10-3
	Voice,
Video (Live Streaming)
Interactive Gaming

	8
(NOTE 5)
	
	
8
	
300 ms
(NOTE 1)
	

10-6
	
Video (Buffered Streaming)
TCP-based (e.g., www, e-mail, chat, ftp, p2p file 

	9
(NOTE 6)
	
	9
	
	
	sharing, progressive video, etc.)

	69
(NOTE 3, NOTE 9)
	
	0.5
	60 ms
(NOTE 7, NOTE 8)
	10-6
	Mission Critical delay sensitive signalling (e.g., MC-PTT signalling)

	70
(NOTE 4)
	
	5.5
	200 ms
(NOTE 7, NOTE 10)
	10-6
	Mission Critical Data (e.g. example services are the same as QCI 6/8/9)

	NOTE 1:
A delay of 20 ms for the delay between a PCEF and a radio base station should be subtracted from a given PDB to derive the packet delay budget that applies to the radio interface. This delay is the average between the case where the PCEF is located "close" to the radio base station (roughly 10 ms) and the case where the PCEF is located "far" from the radio base station, e.g. in case of roaming with home routed traffic (the one-way packet delay between Europe and the US west coast is roughly 50 ms). The average takes into account that roaming is a less typical scenario. It is expected that subtracting this average delay of 20 ms from a given PDB will lead to desired end-to-end performance in most typical cases. Also, note that the PDB defines an upper bound. Actual packet delays - in particular for GBR traffic - should typically be lower than the PDB specified for a QCI as long as the UE has sufficient radio channel quality.

NOTE 2:
The rate of non congestion related packet losses that may occur between a radio base station and a PCEF should be regarded to be negligible. A PELR value specified for a standardized QCI therefore applies completely to the radio interface between a UE and radio base station.

NOTE 3:
This QCI is typically associated with an operator controlled service, i.e., a service where the SDF aggregate's uplink / downlink packet filters are known at the point in time when the SDF aggregate is authorized. In case of E-UTRAN this is the point in time when a corresponding dedicated EPS bearer is established / modified.

NOTE 4:
If the network supports Multimedia Priority Services (MPS) then this QCI could be used for the prioritization of non real-time data (i.e. most typically TCP-based services/applications) of MPS subscribers.

NOTE 5:
This QCI could be used for a dedicated "premium bearer" (e.g. associated with premium content) for any subscriber / subscriber group. Also in this case, the SDF aggregate's uplink / downlink packet filters are known at the point in time when the SDF aggregate is authorized. Alternatively, this QCI could be used for the default bearer of a UE/PDN for "premium subscribers".

NOTE 6:
This QCI is typically used for the default bearer of a UE/PDN for non privileged subscribers. Note that AMBR can be used as a "tool" to provide subscriber differentiation between subscriber groups connected to the same PDN with the same QCI on the default bearer.

NOTE 7:
For Mission Critical services, it may be assumed that the PCEF is located "close" to the radio base station (roughly 10 ms) and is not normally used in a long distance, home routed roaming situation. Hence delay of 10 ms for the delay between a PCEF and a radio base station should be subtracted from this PDB to derive the packet delay budget that applies to the radio interface.

NOTE 8:
In both RRC Idle and RRC Connected mode, the PDB requirement for these QCIs can be relaxed (but not to a value greater than 320 ms) for the first packet(s) in a downlink data or signalling burst in order to permit reasonable battery saving (DRX) techniques.

NOTE 9:
It is expected that QCI-65 and QCI-69 are used together to provide Mission Critical Push to Talk service (e.g., QCI-5 is not used for signalling for the bearer that utilizes QCI-65 as user plane bearer). It is expected that the amount of traffic per UE will be similar or less compared to the IMS signalling.

NOTE 10:
In both RRC Idle and RRC Connected mode, the PDB requirement for these QCIs can be relaxed for the first packet(s) in a downlink data or signalling burst in order to permit battery saving (DRX) techniques.

NOTE 11:
In RRC Idle mode, the PDB requirement for these QCIs can be relaxed for the first packet(s) in a downlink data or signalling burst in order to permit battery saving (DRX) techniques.








