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1 Introduction 
In TS 36.101, the power control exceptions are specified as TBD. The definition of these exceptions were discussed in the last RAN4 meeting in Miyazaki in [1,2]. In these papers, the number of exceptions and the method to test them were discussed. 

The definition of these exceptions is  based on a certain test pattern, the primary purpose of which is to enable sufficient coverage of the core requirements in the conformance tests. To this end, it is evident that the current test pattern in TS 36.521-1 should be modified. It was also discussed that the impact of exceptions on system performance should be investigated. In this paper, we present our simulation results on (PUCCH) system capacity by taken into account different number and placement of power exceptions. The way forward to specify these exceptions is proposed in the end of the paper. 
2 Simulation setup
The simulations carried out in this study are similar to our earlier simulations on relative and absolute power control tolerance in [3,4]. We study PUCCH performance in terms of the number of ACK/NACKs (A/Ns) that can be multiplexed per resource block pair, with and without power exceptions. Traffic statistics from a realistic traffic scenario with file upload are used, together with realistic models for PUCCH CQI, A/N and SR transmissions. A/N performance on PUCCH is then investigated by analyzing the power steps preceding the PUCCH A/N transmission, and adding exceptions when exception points are crossed.

Different number of exceptions (1, 2 and 3 exception points) and different placements of the exception points are considered. Note that the impact of an exception point at e.g. x dBm, will have different impact in different scenarios, since the absolute power of UEs will vary depending on power control parameter settings, cell size and traffic. Hence, an exception point can be harmless for system performance in one scenario but very harmful for system performance in another scenario. Since cell sizes and power control parameters will vary in real life deployments, there will be instances of worst-case scenarios in real life and the requirements on the UE output power must aim at providing acceptable performance also in these worst cases. In these simulations, we have only investigated one scenario but varied the exception point(s) to show how the span in performance loss. 
The general simulation setup is given in Appendix A. The power errors considered are:
· absolute and relative power control tolerances as in 36.101, and
· power error = max {error without exceptions 6 dB}
when a UE’s absolute power level crosses an exception point (according to suggestion from last meeting).
In the above simulations, no exceptions are considered when the previous UE transmission was on PUCCH. This makes the likely assumption that the change in UE power going from PUCCH transmission from PUCCH transmission is marginal, and that there is a hysteresis such that we should not (at least not often) experience exceptions when the power change is very small. When the previous UE transmission was on PUSCH, the absolute power level of the previous transmission is checked against the power level at which the UE will transmit on the PUCCH, and if the power level crosses an exception point, the power error reflects an exception. 

PUSCH and PUCCH are optimistically assumed to have the same power control settings. Since the power control on PUCCH is independent of the power control on PUSCH, even larger power differences than the differences in these simulations are likely to happen, meaning that exception points can be crossed even more often. With the same power control settings for PUCCH and PUSCH, the major change in the UE power level comes from a change in allocation size: on PUCCH, the allocation is always only 1 resource block pair, whereas on PUSCH, the allocation can be anything between 1 resource block pair to all PUSCH available resource block pairs (up to 100 in 20 MHz, minus resource blocks for PUCCH). 
The results are presented in terms of loss of A/N capacity on PUCCH, meaning loss in the number of users that can be code multiplexed on a resource block while maintaining the error rate specified by RAN4 in [5]. If this number of users is exceeded, the error rate on A/Ns will go up, resulting in reduced data rates.
3 Simulation results 
In terms of performance, the power tolerances already specified need to accommodate large inaccuracies and result in an overall large capacity loss comparing to ideal power setting. Given that we accept this loss, we use the capacity with the absolute and relative power tolerances as a reference. In Figure 1, we illustrate capacity loss for several different exception point(s), where [x1, …, xn] means that there are n exception points, placed at x1, … xn dBm. 

Depending on where the exception point is in relation to the power control settings used, the additional loss due to exceptions will vary. In the chosen scenario, we investigate one exception point placed either at 15 dBm and 5 dBm, and find an additional loss of around 3% when looking at bars 2 and 3 from the left in Figure 1. If placed higher than 15 dBm or lower than 5 dBm, the impact is smaller, but at the same time, had the power control settings been different between PUCCH and PUSCH, this loss would be larger.

Keeping the exception point at 15 dBm and adding a second exception point at 5 dBm or -5 dBm, we get a total loss of 4 to 6 %, seen in bars 4 and 5. The loss is larger when the second exception point is at -5 dBm because it is rarer that a power step that takes the UE output power across 15 dBm also crosses -5 dBm, meaning that a second exception point at -5 dBm increases the percentage of transmissions that experience an exception more than a second exception point closer to 15 dBm. 

Keeping the exception points at 15 dBm and 5 dBm and adding a third at -5 dBm, we get a total loss of approximately 7 %. Had the exception points been spaced even further apart, the loss would have been even larger.
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Figure 1. A/N capacity loss on PUCCH as a function of exception points.
4 Discussion

Two important points to consider when analyzing exception points:

· Placement of exception points
As noted above, the impact of an exception point at x dBm will vary depending on the power control settings, the cell size and the traffic. Hence, no conclusions can be drawn as to where exceptions should be placed to be the least harmful, and this is also implementation specific. Instead, the only firm tool we have to limit the impact of exceptions is the number of exceptions that are allowed.
· Number of exception points
The more exception points that are allowed, the more often exceptions will occur and the worse the loss of capacity. In some scenarios, one exception point may be crossed very often meaning that adding a second will not degrade the performance much. However, in other scenarios, that one exception point may be crossed very rarely whereas a second exception point would increase the risk of experiencing an exception point considerably, and hence also increase the performance loss. Hence, in a chosen scenario, it is possible to show marginal performance loss from going from one to two exception points, but in another scenario, the performance loss would be significant.

· Hysteresis
For performance, it is important that a UE with a power level ping-ponging across an exception point does not experience an exception every time the exception point is crossed. Without exceptions, the power step and hence the tolerance would be small in all these steps, but with exceptions, there is a considerable risk that the tolerance will be 6 dB at every step. To avoid this, having a hysteresis to make sure that an exception is only experienced if the UE power level changes by a number of dBs is desirable. This is true for both PUCCH and for PUSCH. In the simulations above, no small power changes generate exceptions which is an approximation of a hysteresis. 
· Traffic
Different traffic will of course, just as the power control parameters and the cell size, affect how often exception points are crossed. What can be said in general is that LTE traffic is expected to be bursty and that allocations for one UE can range from 1 RB pair to all available PUSCH RB pairs dynamically over time, and that a PUCCH transmission is always on just 1 RB pair. Hence, exception points are likely to be crossed when a UE goes from transmitting on PUSCH to transmitting on PUCCH. The above simulations assume file upload traffic of a certain file size; other traffic models could show even greater capacity loss from allowing many exceptions.
· Other impairments
The above simulation results do no include any RF impairments. If such were added, additional losses would be seen on PUCCH A/N capacity, degrading it even further.
5 Summary and the way forward
If some kind of relaxation is needed, two options are identified:

1.
Relax the relative tolerances instead of introducing exceptions. This will induce a large capacity loss, since the looser power tolerances will always be applied.
2.
Keep the relative tolerances as is, and accept a limited number of exception points, preferably one. This will have a smaller capacity loss than the above option, but capacity loss increases with number of exceptions as shown by system simulations.

We prefer option 2.
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Appendix A: Simulation setup
	Traffic Models

	User distribution
	Uniform

	Traffic load
	20 users per cell

	Data generation
	File upload traffic model  (each user requests and downloads files of size 100 kByte , the time between the reception of one file and the request of the next file is exponentially distributed with mean 3.0 s and a lower cut-off at 1.5 s and an upper at 5.0 s)

	PUSCH scheduler
	Proportional fair taking users power limitation in the UL into account, resulting in frequency multiplexing of users on PUSCH

	PUCCH CQI Periodicity
	40 ms

	PUCCH SR periodicity
	10 ms

	Radio Network Models (3GPP Case 3)

	Distance -dependent path loss
	L = 15.3+20+37.6*log(d), d = distance in meters

	Shadow fading
	Log-normal, 8dB standard deviation

	Multipath fading
	TU Typical Urban

	Cell layout
	Hexagonal grid, 3-sector sites, 21 sectors in total

	Inter-Site Distance (ISD)
	1732 m

	General System Models

	Spectrum allocation
	20 MHz

	Reuse
	Uncoordinated reuse 1

	UE max output power
	23 dBm

	Orthogonality factor on PUCCH
	10 dB

	Open loop PUSCH power control
	SNRtarget = 5 dB

	Ideal open loop PUCCH power control
	SNRtarget = 5 dB






















































































