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Introduction

The addition of the HS-DPCCH to the uplink in Rel-5, and in particular the fact that it can have a different slot timing of the DPCCH and DPDCH means that the existing requirements for modulation accuracy can no longer be applied.

The current modulation accuracy requirement is a composite EVM defined over a period of one timeslot and within that period, it is expected that the code power of each code remains constant. Power changes at DPCCH slot boundaries are handled by excluding the transient periods, which has the effect of slightly shortening the measurement period, but otherwise leaving the requirement intact.

The use of one timeslot as a measurement period is significant since it is the case that the period over which the frequency error and EVM are specified has to be the same. For any given signal, as the period of evaluation shortens, the EVM improves and the frequency error degrades. The reverse is obviously true and for long evaluation periods, the frequency error tends to average out but the EVM suffers. Thus it was agreed for R99 that a period of one timeslot was appropriate for EVM since this represented a compromise evaluation period that was consistent with the likely frequency tracking period used by the Node B.

The HS-DPCCH with its associated code power steps at the HS-DPCCH slot boundaries introduces transient events during the DPCCH slot period over which the composite EVM is defined. Since the code power transient is not defined it is not possible to precisely measure EVM as no “correct” reference waveform can be generated. This leads to the idea that the evaluation period has to be split up where each period contains no expected power transient. But splitting up the period then leads to questions regarding which parameters if any should remain constant across the slot and which could be allowed to vary.
It is therefore possible to define five different classes of solution for modulation accuracy:

1. Leave the requirements unchanged meaning that in the presence of the HS-DPCCH, the UE has no requirements for modulation accuracy

2. Redefine the EVM evaluation period in terms of independent sub-slot periods during which the code power is expected to be constant

3. Redefine the EVM evaluation period in terms of related sub-slot periods during which the code power is expected to be constant and define requirements for the controlled parameters across the HS-DPCCH slot boundaries e.g. as per phase discontinuity at the DPCCH slot boundaries.

4. Clarify that the existing EVM requirement applies with no further allowance for parameter variation across the HS-DPCCH slot boundary other than the measured HS-DPCCH code power variation.
5. Define requirements for symbol EVM evaluated across periods of expected code power stability. 

The pros and cons of each proposal will now be considered.
Option 1 – No change
PRO
No change for the UE
CON
System performance with HS-DPCCH is undefined. It would be possible for the UE to generate signals that the Node B would find difficult to demodulate, e.g. phase inversion of the DPCCH/DPDCH at the HS-DPCCH slot boundaries due to a change in UE output topology caused by a step in the composite output power.
Option 2 – Redefine EVM as independent sub-slot periods
PRO
Conceptually simple
CON
It would be difficult to define the relationship between frequency error and EVM when the evaluation period varies from 0.1 slots to 0.9 slots. This could be partially side stepped by defining the requirement only for the 0.5 slot case which, all else being equal, would require a relaxation of the current frequency error requirement and a tightening of the EVM requirement. If the requirements were left unchanged, the shortening of the evaluation period would make it harder for UE to pass the existing frequency error requirement and easier to pass the existing EVM requirement. Depending on the dominant error mechanism e.g. phase noise, IQ distortions etc. this could disadvantage some UE over others.

By having independent sub-slot requirements where there was no link between the parameters it would be possible to have an uncontrolled discontinuity e.g. in phase at the HS-DPCCH slot boundaries. For the DPCCH/DPDCH this would mean that at the DPCCH slot boundaries the phase between slots was controlled but at the HS-DPCCH slot boundaries where the Node B might reasonably expect the DPCCH/DPDCH to be even better-behaved, there would be no requirements on code power, chip timing or phase. Such a situation could lead to unreliable demodulation of the DPCCH/DPDCH by the Node B.
Option 3
Redefine EVM as related sub-slot periods with some allowance
PRO
By defining a relationship between the sub-slot periods, it would be possible to model the worst case signal that the Node B would have to demodulate. Examples of parameters that could be controlled are code power, chip timing, frequency and chip phase. Without further analysis a guess at the most important parameter to define is likely to be chip phase which would probably need to be better than the requirement that currently exists at the DPCCH slot boundaries and certainly no worse.
CON
As with proposal 2 it would be difficult to define the relationship between frequency error and EVM when the evaluation period varies from 0.1 slots to 0.9 slots.

Defining any relationship between parameters across the HS-DPCCH slot boundary could be seen as a new requirement on the UE.
Option 4
Redefine EVM as related sub-slot periods with no allowance
PRO
This is the extreme case of proposal 3 and should mean the Node B would have no added difficulty in demodulating the DPCCH/DPDCH with or without the HS-DPCCH.
CON
As with proposal 2 it would be difficult to define the relationship between frequency error and EVM when the evaluation period varies from 0.1 slots to 0.9 slots.

This gives no allowance to the UE for changes in the HS-DPCCH during the DPCCH/DPDCH slot. This could be considered unreasonable given that it is know that some UE implementations vary their output phase with power.
Option 5
Symbol EVM
PRO
This proposal most closely matches the UE requirements to the difficulty that the Node B will have in demodulating it. Actual Node B demodulation performance is based on the quality of the de-spread symbols and not on attributes of the composite signal. The evaluation period would be aligned to the slot for that code rather than for a fixed slot that contained some complete slots and some partial ones. For the DPCCH and DPDCH by defining EVM at the symbol level, the HS-DPCCH energy is removed and it is possible to avoid the problem of a jump in the HS-DPCCH code power in the middle of a slot. For the HS-DPCCH, the code power would still need to be modelled either side of a DPCCH slot boundary to take account of inner loop power control but otherwise, the presence of the DPCCH and DPDCH is irrelevant.
CON
Although using symbol EVM for each code is the best match for predicting Node B performance, it may still be necessary to make allowances for parameter variations mid slot, in particular for the DPCCH and DPDCH. The codes may be orthogonal but a large change in the composite power is likely to affect the ability of the UE to transmit the DPCCH and DPDCH without distortion.
Discussion of the options
Option 1 seems like it leaves too much open and may result in poor UE implementations not being caught resulting in degraded network performance.

Option 2 is not much better since although measuring EVM with all three codes present, it would not catch any problems with discontinuities in any of the codes due to the presence of the other codes.

Option 3 seems to be more realistic but requires work to determine the extent of any relaxations on parameters at the HS-DPCCH slot boundaries.

Option 4 would be a strict interpretation of the existing requirements i.e. that the UE should be able to transmit the HS-DPCCH without degrading the DPCCH and DPDCH. But this seems like an unreasonable expectation.

Option 5 is helpful in that it exposes in the requirements exactly what the Node B will have to deal with. It feels like a better long-term way forward although it is a departure from the current method of defining composite requirements. However, as the uplink continues to get more complex, e.g. with the advent of E-DCH, this option merits further study, since sticking with composite requirements will make the task of defining Node B demodulation algorithms increasingly difficult.
Proposal

For the time being, CRs to 25.101 following option 3 will be drafted in Tdocs R5-050479 and R5-050480. It will not be possible at this stage to indicate the size of any allowances although to avoid the issue of evaluation period, the requirement will be based on a 0.5 slot offset between the DPCCH and HS-DPCCH.
However, it is also suggested that option 5 is studied since it represents a closer link between UE requirements and Node B demodulation requirements. This is particularly important with the upcoming addition of E-DCH.









