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1 Introduction

On RAN4#31 requirements for identification of new inter frequency cells in compressed mode have been reconsidered [1], [2], [3]. This is because very long identification time is allowed by the respective formula in TS 25.133 (section 8.1.2.3.1) particularly for “low gap density” pattern, which are attractive from network capacity point of view. Network planning with such patterns becomes somehow impossible, because a mobile at moderate speed of e.g. 50km/h moves 750m within the allowed identification time of 54s. Thus, additional cell coverage of several hundred meters only for cell identification would be necessary in a multi carrier outdoor environment. Similarly, for an outdoor to indoor inter frequency hand over, it is likely that the UE looses the connection to the serving cell within 54 seconds, which corresponds to 45m movement at 3 km/h. The network cannot initiate HO and the call drops.

The contribution in [3] pointed out that careful implementation of the cell identification procedure allows a reduction of the basic identification time (Tbasic_identify_FDD,inter) for a new inter frequency cell to about ¼ of the corresponding intra frequency parameter Tbasic_identify_FDD, intra. The reason is that:

1. SFN decoding is not required for the inter frequency case

2. Soft-handover support is not required for the inter frequency case. The detection probability is therefore considerably improved compared to the intra frequency case.

3. Different levels are specified for SCH_Ec/Io.  (> -17 dB for the inter frequency cell identification and > -20 dB for the intra frequency case)

From [3] it was not obvious that such an improvement applies not only to a particular test case. Therefore Section 2 of this paper presents simulation results in a more concise way, where all “reasonable” propagation conditions and the full range of allowed compressed mode patterns are covered in a single figure. Several algorithms are discussed, which demonstrate the possibility to tighten the requirements considerably.

2 Analysis

2.1 Simulation Assumptions

In general we assume the UE implementation allows the accumulation of slot and frame synchronization over several compressed mode gaps. At low signal levels near the cell boundary multiple attempts (probes) are required to achieve an overall detection probability of 90%. If slot synchronization and frame synchronization share resources, they are scheduled sequentially (denoted as “sequential”). Pipelining of slot and frame synchronization (parallel accumulation of frame sync of probe n and slot sync of probe n+1) improves the detection time by approximately a factor two. This is denoted as “pipelining”. Storing the received chips such that slot and frame synchronization can work on the same data solves the path drift problem at high speed. This is denoted as “store”.

The following simulations take into account the time for scrambling code identification and CPICH level measurement. Time margin for higher layer processing, level margin for physical layer implementation and two slots switching time to the new frequency are also taken into account.

Path drift is modeled according to section 4.

The simulation parameters and different algorithm parameters are listed in Table 1.

	Parameter
	Unit
	Algorithm 1
	Algorithm 2
	Algorithm 3
	Algorithm 4

	Compressed mode pattern
	
	see plot
	see plot
	see plot
	see plot

	Propagation Condition
	
	see plot
	see plot
	see plot
	see plot
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	dB
	-17
	-17
	-17
	-17

	Path drift
	
	typical
	typical
	typical
	typical

	Slot sync accumulation
	slots
	>=5
(single gap accu.)
	>=15
(multi gap

accu.)
	>=15
(multi gap

accu.)
	>=15
(multi gap

accu.)

	Frame sync accumulation
	slots
	>=5
(single gap accu.)
	>=15
(multi gap

accu.)
	>=15
(multi gap

accu.)
	>=15
(multi gap

accu.)

	scheduling
	
	sequential
	sequential
	pipelining
	store

	Scrambling code accumulation

and CPICH measurement
	slots
	>=5
	>=5
	>=5
	>=5

	CPICH measurement
	slots
	>=5
	>=5
	>=5
	>=5

	Physical layer implementation margin
	dB
	1.5
	1.5
	1.5
	1.5

	Higher layer signaling margin
	frames
	5
	5
	5
	5

	Over sampling
	
	2
	2
	2
	2

	Monitored set size
	
	ignored
	ignored
	ignored
	ignored


Table 1: Simulation Parameter

2.2 Simulation Results

The plots in this section show the actual cell identification time for an overall detection probability of 90% on in the x-axis. The y-axis is scaled by the “effective inverse gap density” 
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 (following TS25.133, section 8.1.2.3.1) of the simulated compressed mode parameter sets. Compressed mode parameters are taken from TS25.101 V6, section A.5 and TS25.133, section 8.1.2.3, Table 8.1 first row (denoted as maxTGPL), respectively. Please note that the simulation results are not on a smooth curve because the actual accumulation length always was chosen to fit into a discrete number of transmission gaps. Thus accumulation time and the statistical behaviour depend on the transmission gap length of the corresponding pattern.
The “proposed limit” is based on Tbasic_identify_FDD,inter = 200ms instead of 800ms.

The simple approach in algorithm 1, which does not allow accumulation over several gaps, has problems with the new requirement (see Figure 1). This is independent of the propagation conditions and UE speed.

Multi gap accumulation and simple sequential scheduling, however, easily fulfils the proposed tightened requirement (see Figure 2). The only exception is a speed of 250km/h.

If RAN4 thinks that a speed of 250km/h should be included in the “general requirements” we see pipelined implementation as an option in order to meet the proposed improved requirement based on the simulation assumptions in this paper. (see Figure 3)
Assuming chip data storage, the requirements could be even much tighter (see Figure 4)
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Figure 1: Algorithm 1.
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Figure 2: Algorithm 2.
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Figure 3: Algorithm 3.
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Figure 4: Algorithm 4.

3 Conclusions

In this paper, we presented a feasibility analysis for the reduction of inter frequency cell identification time. The propagation range from pedestrian to a speed of 250km/h is covered in the analysis. We tried, however, to avoid very worst case assumptions on path delay variation based on previous RAN4 discussion. The proposal for tightening the requirement is based on a reasonable implementation complexity as we think.

We would like to ask other companies to review the considerations in this paper.

If RAN 4 agrees to the analysis above, we propose to reduce the Tbasic_identify_FDD,inter (“the time period used in the inter frequency equation where the maximum allowed time for the UE to identify a new FDD cell is defined”) from 800ms to 200 ms.

This would mean a considerable benefit for inter frequency handover and cell planning.

4 Appendix

Following  [6] and [7], the path drift is given by:
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 can be regarded as independent random variables with maximum error as specified in [8] and [9]. Based on the common “local scattering” model, the (path specific) angles of arrival at the UE can also be modelled as random with uniform distribution between 0 to 360 degree.

In specific scenarios (e.g. LOS) , however, the angle is deterministic rather than random and the worst case drift due to Doppler has to be taken into account.
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Figure 5: Geometric Propagation Model.

In summary like in [8] we assume a worst case drift of:
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and a “typical drift” of:
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The following drift table can be derived:

	
	3 km/h
	50 km/h
	120 km/h
	250km/h

	Worst Drift/ppm
	0.2
	0.29
	0.42
	0.66

	Typical Drift/ppm
	0.12
	0.14
	0.2
	0.35


Table 2: Path drift for different speed

The simulation models the path drift by a common linear drift of all paths. Please note that for asymmetric power delay profiles like “Case3” or “Vehicular A”, the performance depends on the drift direction. The worse case has been chosen for the analysis.
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