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1 Introduction

On RAN4#30 in [13] an inconsistency was described in the requirement of TS 25.133, paragraph 8.1.2.3.1, “Identification of a new cell” in Cell_DCH, inter-frequency measurements.

The requirement is based on the equation:
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Equation 1

with
TMeasurement_Period Inter = 480 ms

and
Tbasic_identify_FDD,inter = 800 ms

The limitation on 5000ms at high gap density compressed mode pattern is not justified by any physical reason but comes from the generalisation of the requirements in 25.133 some time ago.

This contribution deals with another inconsistency in the present requirement:

The basic identification time for new inter frequency cells (Tbasic_identify_FDD,inter) identification was chosen to be the same as for intra frequency cell identification Tbasic_identify_FDD, intra. They are both 800ms but the tasks differ in three important facts: 

1. SFN decoding is not required for the inter frequency case

2. Soft-handover support is not required for the inter frequency case. The detection probability is therefore considerably improved compared to the intra frequency case.

3. Different levels are specified for SCH_Ec/Io.  (> -17 dB for the inter frequency cell identification and > -20 dB for the intra frequency case)

In section 2, the present discussion paper shows the performance results of a state of the art cell identification process for different compressed mode patterns in different environments. Based on a comparison of these results with the intra frequency case, we propose an alignment of the requirements in section 3, which would be beneficial for network planning due to considerably reduced cell identification time.

2 Analysis

For high gap density compressed mode pattern, where path drift and frequency offset are not relevant, increased SCH-level and omission of SFN-decoding obviously leads to a shorter “basic identify FDD inter” than 800ms.

For low gap density compressed mode pattern, clarifications have been introduced recently, which alleviate the effect of path drift and frequency offset. The principle (linear) relation between the time for cell identification and the inverse gap density as suggested by Equation 1 is therefore still valid. These clarifications and modification where:

· correction of SCH-level in a multi-path environment [3]

· limitation of the gap density [9]

· agreement on the assumption of a limited frequency drift [5],[10], which reduced the drift impact to an acceptably low figure.

All these clarifications are correct and the basis for the following advanced considerations (see also section 4.2).

2.1 Simulation Assumptions

The inter frequency cell identification procedure consists of the following steps:

· Frequency switch

· Slot synchronization

· Frame synchronization

· Scrambling code identification

· CPICH level measurement

· Report to the network

Slot- and frame synchronization are accumulated over several gaps. Because of path drift and frequency offsets, a lower accumulation time as for the intra frequency case is assumed. The number of accumulated slots is chosen to fit into a discrete number of transmission gaps. Two slots switching time in the UE are taken into account (see Figure 1 and Figure 3).
More than a single attempt (probe) is required to achieve an overall detection probability of more than 90%. We assumed no pipelining of slot and frame synchronization (no parallel accumulation of frame sync of probe n and slot sync of probe n+1) because some implementations might share resources for these two steps. Performance improvements, which could e.g. be achieved by exploitation of a restricted monitored set size, are also ignored.

Additional gaps are used for scrambling code identification and the CPICH level measurement. Time margin for higher layer processing and level margin for physical layer implementation are taken into account.

Typical drift according to [5] and the formulas in appendix 4.2 is also taken into account.

Table 1 summarizes the simulation parameters. The set of scenarios should cover all relevant environments.

	Parameter
	Unit
	Scenario 1
	Scenario 2
	Scenario 3
	Scenario 4

	Compressed mode pattern
	
	TS25.101 V6.4.0

Table A.22
Set 4
(high gap density)
	TS25.101 V6.4.0

Table A.22
Set 4
(high gap density)
	TS25.101 V6.4.0

Table A.22
Set 2
(low gap density)
	TS25.101 V6.4.0

Table A.22
Set 2
(low gap density)

	Propagation Condition
	
	Case 1 (3km/h)
	Case 3 (120 km/h)
	Case 1 (3km/h)
	Case 3 (120 km/h)
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	dB
	-17
	-17
	-17
	-17

	Path drift
	ppm
	0.12
	0.2
	0.12
	0.2

	Slot sync accumulation
	slots
	24
	24
	15 
	15 

	Frame sync accumulation
	slots
	24
	24
	15 
	15 

	Scrambling code accumulation

and CPICH measurement
	slots
	12
	12
	10
	10

	Physical layer implementation margin
	dB
	1.5
	1.5
	1.5
	1.5

	Higher layer signalling margin
	frames
	5
	5
	5
	5

	Current requirement
	s
	5
	5
	36
	36

	Proposed requirement
	s
	1.1
	1.1
	9
	9


Table 1: Simulation Parameter

2.2 Simulation Results

This section show the cumulative density function for the inter frequency cell identification time. That is, the probability for inter frequency cell identification taking less than the corresponding abscissa value are drawn. Results for high and low gap density can be found in Figure 2 and Figure 4, respectively.

Figure 1 and Figure 3 illustrate the usage of different gaps for slot and frame synchronisation of the first probe. As mentioned, the subsequent probes connect directly to the first one, probes are not interlaced and use the same gap partitioning as the first one.

The “proposed time limits” in Figure 2 and Figure 4 are based on  Tbasic_identify_FDD,inter = 200ms instead of 800ms. This value was chosen to align the present simulation results with the intra frequency simulations results which have been presented in [14] in the context of the test case “Event triggered reporting of multiple neighbours in fading condition”
2.2.1 High Density Pattern
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Figure 1: High density compressed mode pattern gap usage (first probe).
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Figure 2: Inter frequency cell identification time for high gap density.

2.2.2 Low Density Pattern
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Figure 3: Low density compressed mode pattern gap usage (first probe).

[image: image6.png]cumulative detection rate

09

08

07

08

05

04

03
0

Inter Frequency Cell dentification Time for low Gap Density

l’lhi%ﬂlim‘k -

~& Casel, 3 kmih, 0.12 pprm drit

— Case3, 120 kmih, 0.2 pprm di
———

i
10 5 w25 a3
cell identification time [5]




Figure 4: Inter frequency cell identification time for low gap density.

2.3 Interpretation

The simulations shows that it is possible to reduce the Tbasic_identify_FDD,inter from 800ms to 200ms without changes of the hardware in the UE. 
The advantages are large for network planning because for many compressed mode patterns (including some WG4 reference pattern) the current requirement results in extremely long message delays as listed in Table 2. This holds in particular for “low gap density” pattern, which are attractive from network capacity point of view. Network planning with such patterns, however, becomes somehow impossible, because a mobile at e.g. 50km/h moves 750m within 54s. Thus, cells must overlap 750 meters in order to use low gap density pattern.
	compressed mode pattern
	TGPL [frames]
	TGL [slots]
	Time for cell identification [s]

	
	
	
	Proposed requirement
	Current requirement

	TS25.133, limit in Table 8.1
	18
	7
	13.5
	54.0

	TS25.101 V6.4.0, Table A.22, Set 2
	12
	7
	9.0
	36.0

	TS25.101 V6.4.0, Table A.22, Set 3
	11
	10
	4.7
	18.9


Table 2: Current Timing Requirement for Cell Identification

3 Conclusions

We would like to encourage other companies to review the considerations in this paper.

If RAN 4 agrees to the analysis above, we propose to adapt the Tbasic_identify_FDD,inter (“the time period used in the inter frequency equation where the maximum allowed time for the UE to identify a new FDD cell is defined”) to the intra frequency requirements. This means a reduction from 800ms to 200 ms.

This would mean a big advantage for inter frequency handover and cell planning.

4 Appendix

4.1 Path Drift

Following  [4] and [5], the path drift is given by:
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 can be regarded as independent random variables with maximum error as specified in [1] and [2]. Based on the common “local scattering” model, the (path specific) angles of arrival at the UE can also be modelled as random with uniform distribution between 0 to 360 degree.

In specific scenarios (e.g. LOS) , however, the angle is deterministic rather than random and the worst case drift due to Doppler has to be taken into account.
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Figure 5: Geometric Propagation Model.

In summary like in [1] we assume a worst case drift of:
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and a “typical drift” of:
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The following drift table can be derived:

	
	3 km/h
	50 km/h
	120 km/h
	250km/h

	Max Drift/ppm
	0.2
	0.29
	0.42
	0.66

	Typical Drift/ppm
	0.12
	0.14
	0.2
	0.35


Table 3: Path drift for different speed

The simulation models the path drift by a common linear drift of all paths. Please note that for asymmetric power delay profiles like “Case3” or “Vehicular A”, the performance depends on the drift direction. The worse case has been chosen for the analysis.

4.2 More Simulation Results

This section presents additional simulation results. They illustrate the necessity of the restriction mentioned in section 2. The simulations show e.g. the difficulty to fulfill even the current requirement with lowered SCH level (sum power instead of maximum path power equals -17 dB) at maximum drift.
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Figure 6: Inter frequency cell identification time for low gap density.
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