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1. Introduction

This paper give some comments to [1] which was presented and discussed in TSG- RAN WG4 #24 :

· provides simulations for slot synchronisation  1-path

· provides simulations for frame synchronisation  1-path

· gives new simulations :

· for slot synchronisation  3-path

· for frame synchronisation  3-path

· for the effect of path drift time :

· strong signal

· realistic test cases,

To address specific concerns that were raised during the meeting, it particularly   :

· discusses the detectable power levels in case of multipath

· gives some recommendations for the  “realistic” test cases,

· addresses the “gap density” concept for inter-frequency measurements.

2. Check simulations

2.1. Slot synchronization

Off-line discussion clarified that the oversampling is 2. 
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Figure 1: [1] Slot Synchronization Performance.
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Figure 2: Mitsubishi simulation of Slot Synchronization Performance.

2.2. Frame Synchronization
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Figure 3: [1] Frame synchronization performance.
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Figure 4: Mitsubishi simulation of Frame synchronization performance.

Partial conclusion: 

These simulations were run for 1-path and this shows that there is a good agreement between both sets of simulations. 

However, in case of multipath, it is not agreed to simply offset the SCH Ec/Io level by –10(log(number of paths) as shown in the next section.

2.3. Multipath simulations –Block fading

The following simulations have been performed on the following multipath environments :

· AWGN

· 1- path, 3kmph,

· 3-path, 3 kmph,

for both 30-slot and 60-slot integration times.

The major difference with SIEMENS analysis resides in the fact that the required level is the minimum level for slot and frame synch for a composite detection probability of p = ps ( pf = 0.95(0.95 = 0.9 for the detection of at least one path where ps (resp.f) is the detection probability of the slot (resp. frame) synchronization.

For the sake of clarity, zoom onto Probability from 0.5 to 1 is performed.
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Figure 5: Mitsubishi simulation for Slot Synchronization Performance.Multipath
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Figure 6: Mitsubishi simulation for Slot Synchronization Performance.Multipath

The detection levels are summarized in the following table :


AWGN, 30 slots
AWGN, 60 slots
1 path 3km/h, 30 slots
3 paths 3km/h, 30 slots
1 path 3km/h, 60 slots
3 paths 3km/h, 60 slots

Slot synchronisation for ps=0.95 
-19.5
-22.5
-10.8
-13.75
-14
-15.8

Frame synchronisation for pf= 0.95
-19.8
-21.5
-11.2
-14.5
-14.4
-16.7

Required level(SCH EC_Io (dB)) for p= 0.9 
-19.5
-21.5
-10.8
-13.75
-14
-15.8

Multipath degradation


-2.95
-1.8

Table 1 : Degradation of multipath in block fading environment for p = 0.9

One can agree with the implementation margin of 1.5 dB given by SIEMENS. Then, for AWGN channels, a level of SCH Ec_Io of –20 dB for p = 0.9 is acceptable if the integration time is 60 slots.

These results show that multipath environment performs better than single path for p = 0.9. A possible interpretation is as follows :

· the total SCH power is divided between the paths,

· on the contrary, there is some time-diversity between paths : when the first path is in a fading , the two others have high probability to have greater levels at the same time. 

The latter effect is dominant to the former one and largely compensates the distribution of power between paths. This contradicts extrapolation made by SIEMENS.

Partial conclusion :

· TS 25 133 [3], specifies a composite level of –20 dB (resp. –17) SCH_Ec/Io for intra (resp. inter) frequency identification. The 3 dB difference is interpreted to be an additional inter-frequency margin taken for inter-frequency radio implementation . This margin shall be kept as such,

· the simulations showed that these levels are acceptable in AWGN environments only (i.e. AWGN, 1- path). We support [1] by proposing to input an essential CR on Release 99 to clarify this.

· However, change requesting that SCH_Ec/Io is path specific as suggested by SIEMENS is not supported by Mitsubishi, as SCH_EC/Io sensitivity increases with the number of paths in AWGN conditions. Furthermore, from UTRAN radio planning point of view, as UTRAN does not know how many paths are received by the UE, such a requirement cannot be processed,

· From the UE perspective, the SIEMENS approach of taking the strongest path is not acceptable, as in multicell environment some detectable cells would be always masked by stronger cells. 

2.4. Multipath simulations – High speed fading

Similarly , some further simulations have been carried for high speed channels to check this trade-off in higher speed propagation  :

· 1-path, 50 kmph

· 3-path, 50 kmph

· 1-path, 120 kmph

· 3-path, 120 kmph

for both 30-slot and 60-slot integration times. These simulations are summarized in Table 2

1 path 3km/h, 30 slots
1 path 3km/h, 60 slots
1 path 50km/h, 30 slots
1 path 50km/h, 60 slots
1 path 120km/h, 30 slots
1 path 120km/h, 60 slots

Slot synchronisation for ps = 0.95 
-10.8
-14
-16.6
-19.5
-17.8
-20.2

Frame synchronisation for pf=0.95
-11.2
-14.4
-17
-19.8
-18
-20.5



Required level(SCH EC_Io (dB)) for p= 0.9 
-10.8
-14
-16.6
-19.5
-17.8
-20.2


3 path 3km/h, 30 slots
3 path 3km/h, 60 slots
3 path 50km/h, 30 slots
3 path 50km/h, 60 slots
3 path 120km/h, 30 slots
3 path 120km/h, 60 slots

Slot synchronisation for ps =0.95 
-13.75
-15.8
-15.5
-17.5
-15.8
-17.5

Frame synchronisation for pf = 0.95
-14.5
-16.7
-16.2
-18
-16.4
-18.2

Required level(SCH EC_Io (dB)) for p= 0.9 
-13.75
-15.8
-15.5
-17.5
-15.8
-17.5

Multipath degradation
-2.95
-1.8
1.1
2
2
2.7

Table 2 : Degradation of multipath fading high speed channels for p = 0.9

From Table 2, the following comments can be made :

· when the speed increases, the power split between paths becomes the major effect, for a multi-path degradation up to 2.7 dB @ 120 kmph,

· the absolute sensitivity increases with the speed. This is explained by the fact that the time diversity is more efficient at higher speed since the channels are varying faster.

As far as implementation margin is concerned, starting from 1.5 dB @ 3kmph, it is estimated to be up to 2.5 dB @ 120 kmph because e.g. AGC dynamic performance degrades in fast varying channels.

Finally, for a 60-slot integration time, the sensitivity levels are given as follows :
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Table 3 : Recommended minimum SCH_Ec/Io levels in fading channels for p = 0.9

2.5. Single attempt vs. multiple attempts

As pointed out off-line to SIEMENS, identification time of  800 ms leave sufficient time to schedule several synchronisation attempts. Required minimum levels shown in Table 3  set minimum requirements for a cell identification of first attempt.

In TS 25 133 [3] test cases, the downlink channels are generally tuned to SCH_Ec/Ior = -12 dB.

At the UE antenna, as interference is added to Ior we have : SCH_Ec/Io < -12 dB. 

It could be objected then from Table 3 that required SCH_EC/Io for lower speed channels lead to “non-realistic “levels of SCH_Ec/Io.

As stated off-line to SIEMENS, Mitsubishi opinion is that 800 ms leaves sufficient time for K multiple attempts to guarantee a composite detection probability P = 1-(1-p)^K with p = ps ( pf
A further discussion upon K is an implementation issue and is considered to be out of the scope of this paper.

Therefore, when K increases, ps and pf can be decreased in a great extent leading to much better sensitivity as shown in the illustrative following table for P = 0.9 and K = 4 (then, p = 0.5 and ps = pf = 0.662..)


AWGN, 30 slots
AWGN, 60 slots
1 path 3km/h, 30 slots
3 paths 3km/h, 30 slots
1 path 3km/h, 60 slots
3 paths 3km/h, 60 slots

Slot synchronisation for ps= 0.662
-21.5
<-22
-18.5
-18.4
-18
-19.8

Frame synchronisation for pf= 0.662
-21.5
<-22
-19
-18.5
-21.2
-19.8

Required level(SCH EC_Io (dB)) for P=0.90 and K=4
-21.5
<-22
-19
-18.5
-21.2
-19.8

Multipath degradation


-0.5
-1.4

Table 4 :Minimum requirements for  multipath in block fading environment for ps = pf = 0.662;K=4

Then, the recommended levels of  Table 3 shall be interpreted as minimum requirements for the identification on the first attempt.

If some test cases have to be introduced, they shall at least comply with the levels of  Table 3.

The next section discusses the existing TS 25 133 [3] test cases.

2.6. Discussion on TS 25.133 

For sure, the detection level has to be raised up  in fading high speed conditions. As stated previously, the existing level of SCH_Ec/Io shall be clearly restricted to AWGN conditions only in the general requirements which are nothing but minimum requirements.

Then, if some “realistic conditions ” have to be agreed upon, we should concentrate on adding specific test cases in fading conditions where the minimum detection levels are increased.

Introduction of “realistic test cases” have been discussed during TSG- RAN WG4 #24. However, TS 25 133 [3], such tests are already existing :

· In section A.8.1.4, the identification of the cells are reported in a 50 kmph 2- path model  ([2], Annex B.2.2, Case 5 : 50 kmph 2-path) which is realistic !

· The same comment for inter-frequency test case of section A.8.2.2, some fading model.

Intra frequency test case

Section A.8.1.4  : intra-frequency in fading propagation conditions ([2], Annex B.2.2, Case 5 : 50 kmph 2-path), whose SCH_Ec/Io identification level is extrapolated to be –17 dB from  Table 3. This is more than  -18 dB of the test case. 

A new set of parameters is then proposed to cope with this : 

****** TS 25 133 [3] begin *****

Table A.8.8: Cell specific test parameters for correct reporting of neighbours in fading propagation condition

Parameter
Unit
Cell 1
Cell 2



T1
T2
T1
T2

CPICH_Ec/Ior
dB
-10
-10

PCCPCH_Ec/Ior
dB
-12
-12

SCH_Ec/Ior
dB
-12
-12

PICH_Ec/Ior
dB
-15
-15

DPCH_Ec/Ior
dB
-17
N/A

OCNS

-1.049
-0.941
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****** TS 25 133 [3] end *****

Additionnally, the transmission gap pattern A.22 set 1 shall be kept in this test.

Inter-frequency test case

Section A.8.2.2 : inter-frequency in fading propagation conditions, some parameters are left for definition. This test case is not finalised yet and  it is proposed here some values forward. 

From Table 3, by extrapolating between 1-path and 3-path simulations, a minimum level for SCH_EC/Ior level of –14 dB is acceptable. However Table A.8.12 is specifying  a CPICH EC/Io level of –14 dB leading to SCH_Ec/Io = -16 dB which is too weak.

A finalised set of parameters is then proposed to cope with this : 

****** TS 25 133 [3] begin *****

Table A.8.12: Test parameters for Correct reporting of neighbours in Fading propagation condition

Parameter
Unit
Cell 1
Cell 2

UTRA RF Channel Number

Channel 1
Channel 2

CPICH_Ec/Ior
dB
-10
-10

PCCPCH_Ec/Ior
dB
-12
-12

SCH_Ec/Ior
dB
-12
-12

PICH_Ec/Ior
dB
-15
-15

DPCH_Ec/Ior
dB
-17
N/A

OCNS

-1.049
-0.941
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dB
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Propagation Condition 
Case 5 as specified in Annex B of TS25.101

****** TS 25 133 [3] end *****

If accepted by the WG, from pure identification point of view, it is concluded then TS25.133 incorporates minimum requirements in “realistic test cases”.

3. Path time drift vs. gap density

As a reminder, [4] was presented in TSG- RAN WG4 #20 and introduced the concept of “minimum compressed mode ratio” , also called minimum “gap density” in [1]. We keep this latter wording in the sequel.

The gap density is defined similarly to the “compressed mode ratio” of [4] :
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As an example, GD = 11 % for A.22 set 1 as already used in TS 25 133 [3] test case A.8.2.1.

It should be also added that this concept of gap density is valid not only for “compressed gaps” in CELL_DCH state but also in CELL_FACH state for the “measurement occasions”. Unless explicitly stated, “gap” will concern both states in the sequel.

This section deals with the necessity of  low bounding the gap density i.e limit the time difference between 2 consecutive gaps because paths are affected by time drift between 2 consecutive gaps. As shown hereafter, this affects the sensitivity performance of the UE.

The drift time is not only due to speed (see [1]) but also the following contributions have to added :

· frequency precision of the active cell,

· frequency precision of the neighbour,

· Doppler to the neighbour cell (which may be different as the angle of arrival from the neighbour may be not the same as for the active cell),

The ppm time drift is computed in Table 5 for typical (standard deviation @ 90 %) and maximum values.
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Table 5 : computation of the ppm time drift

Depending upon network configurations, the ppm drift between the active cell and the neighbour cell is estimated to lie between 0.12 and 0.66 ppm. (see Figure 8).

In order to further refine the effect of the ppm drift, 2 sets of simulations were run :

· strong signal in AWGN conditions: in these simulations, the received signals are strong enough so that detection probability is very high. By doing so, the ppm drift effect is isolated,

· strong signal in fading conditions  : which are mainly based upon “fading test cases” of [3].

3.1. Strong signal simulations in AWGN environment

In order to correlate the ppm time drift effect from the detection sensitivity, a first run of simulations have been carried out at strong SCH_Ec/Io levels = -10 dB in AWGN propagation conditions.

An evident low bound for GD is 1/48.

Different value of GD have been simulated with a 7-slot compressed gap :

· A.22 set 1 as already used in TS 25 133 [3] test case A.8.2.1,

· GD = 1/10, 1/20, 1/30, 1/40,1/50,1/60 with 14- slot gaps. Lower values than 1/48 are simulated here for extrapolation to CELL_FACH mode (N_TTI = 1) where GD is low bounded by 1/64 (TS 25 133 [3], table 8.10A)

The results are shown in the following figure :
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Figure 7: Synchronisation probability vs. ppm time drift

A straightforward analysis shows that the ppm time drift cannot be supported when GD < 1/20.

From Figure 7, the sensitivity SCH_EC/Io levels at P=0.9 are reported on the following figure : 
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Figure 8 : ppm time drift

In Figure 8, the typical ppm drift time values are estimated to be encountered by more than 90 % probability. These values are taken as upper limits for possible time drift in the sequel.

When reading general requirements from TS 25 133 [3], it is possible  that lower GD than 1/20 are configured by UTRAN. The above figure clearly shows that the gap density is a very sensitive system parameter that has to be carefully tuned and that GD lower than 1/20 shall be discarded. These results are quite optimistic because the simulated gap length was 14-slot. It is anticipated that a shorter gap space “slices” the identify time in more numerous but shorter time periods which is worsen by the time drift effect. 

Nevertheless, the gap pattern already in use in test cases A22 set1 seems to work satisfactorily up to 200 kmph.

It is therefore proposed to the WG to forbid GD values lower than 1/20 as follows : 

****** TS 25 133 [3] begin *****

Table 8.1

TGL1 [slots]
TGL2 [slots]
TGD [slots]
Maximum TGPL

7
-
undefined
6

14
-
Undefined
16

10
-
Undefined
10

7
7
15…60
Floor(TGD/15)+6

14
14
15…195
Floor(TGD/15)+16

10
5
15…105
Floor(TGD/15)+10

****** TS 25 133 [3] end *****

Another merit of limiting the gap density is that the inter-frequency identification time is limited proportionally.  From TS 25.133 [3], section 8.1.2.3.1 a straightforward computation of the time required for identifying an inter-frequency cell Tidentify inter is depicted in Figure 9. 

When GD > 1/20, it reduces the inter-identification times as follows :
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Figure 9: Tidentify inter TGPL (single slot pattern)


No low bound on GD
GD >1/20

TGD = 7
115.2
14.4

TGD = 10
72
15

TGD = 14
48
16

 Table 6 : Tidentify inter with GD>1/20

The range of Tidentify inter identification times removed from the general requirements is anticipated to have a minor effect on the flexibility of UTRAN since the upper values are still in the same order of magnitude. It is highly questionable to keep greater identification times from UTRAN perspective. 

Another merit is that UTRAN limits the activation of the compressed mode in less time, limiting interference due to compressed mode. 

If agreed within RAN4, the transpose to CELL_FACH state is proposed to be done.

The next section deals with more realistic test cases to see “realistic” detection probability in the presence of ppm time drift and fading.

3.2. Strong signal simulations in fading environment

Fading test cases with strong signals similar to previous sections have been simulated with the same compressed mode pattern A.22 set 1 (GD = 11 %). Results are as follows :

 -  AWGN, ppm TYP (0.122e-6)    P=1.0 

-  [2], Annex B.2.2,case 1, 3 km/h, ppm TYP (0.123e-6)    P=1.0 

-  [2], Annex B.2.2,case 5, 50 km/h,, ppm TYP (0.139e-6)    P=1.0 

-  [2], Annex B.2.2,case 3, 120 km/h, ppm TYP (0.199e-6)    P=1.0 

This means that even with a “favorable” compressed gap pattern, the cell identification is possible even with severe time drifts.

However, as shown in section 3.1, GD = 1/20 leads to no detection even in the AWGN environments ! (3kmph). Furthermore, the following simulations have been performed with lower GD (with 14- slot gaps):

- [2], Annex B.2.2,case 1, 3 km/h, drift TYP (0.123), GD=1/20, Pdetection=0.895 

- [2], Annex B.2.2,case 5, 50 km/h, drift TYP (0.139), GD=1/20, Pdetection=0.831 

- [2], Annex B.2.2,  case 3, 120 km/h, drift TYP (0.199), GD=1/10, Pdetection=1.0

This implies that a careful use of the compressed mode patterns is to be made as a function of the mobile speed.

Therefore some trade-off has to be found from a UTRAN perspective as follows : keep GD as high as possible to avoid Compressed mode interference is to be balanced with detection probability.

However, the mobile speed is hardly detectable by UTRAN in classical Doppler environment and the UE speed cannot be used as an indication to tune the right GD.

A possible way forward is to use GD as a function of the cell size i.e. macro-cell to pico-cell which is an indication of the UE maximum speed.

It is agreed that such a requirement cannot be made in the general requirements of TS 25 133 [3]. It is then proposed to add an explanatory note stressing that Gap density has to be chosen as a function of the cell size for a proper functioning of the system.

The following wording is proposed :

****** TS 25 133 [3] begin *****

8.1.2.3
FDD inter frequency measurements

In the CELL_DCH state when a transmission gap pattern sequence with the "FDD measurements" purpose is provided by the network the UE shall continuously measure identified inter frequency cells and search for new inter frequency cells indicated in the measurement control information. 

In order for the requirements in the following subsections to apply the UTRAN must provide a transmission gap pattern sequence with measurement purpose FDD measurement using the following combinations for TGL1, TGL2 and TGD:

Table 8.1

TGL1 [slots]
TGL2 [slots]
TGD [slots]

7
-
Undefined

14
-
Undefined

10
-
Undefined

7
7
15…269

14
14
15…269

10
5
15…269

NOTE: 
When selecting transmission gap patterns, UTRAN should reduce transmission gap time distance when cell size increases so as to maximise identification probability.
****** TS 25 133 [3] end *****

4. Conclusion and proposal

In this paper, we tried to further address concerns raised by [1] and [4].

It appears that the situation depicted by SIEMENS is not as poor as claimed in  [1]. For sure, we agree with SIEMENS that some tuning have to be further made on fading channels as well as gap density but this paper proposed some reasonable steps forward.

As far as a minimum detection level of SCH_Ec/Io is concerned, we support an essential correction in Release 99 stating that the minimum level of SCH_EC/Io of –20 dB (resp. 17 dB) are needed for intra-frequency (resp. inter-frequency) cell identification in AWGN environment. There is no need to make this path specific as simulations have shown that sensitivity gets better in multipath channels,

Then, it is fully agreed that these minimum levels cannot be achieved in fading environment (“realistic test cases”). An acceptable way forward is then discussion and/or introduction of (new) test cases. In fading environment, it has been shown that the minimum level of sensitivity has to be increased. Some new sets of parameters are proposed for both intra- and inter-frequency test cases.

As far as gap density is concerned, it has been shown that the time drift between gaps has a drastic impact on system performance. The following way forward is then proposed :

· set an low bound to the gap density to 1/20. The advantage of this is that the Inter-frequency identification time is then decreased to about 15 seconds (compared to 115 seconds formerly).

· as this upper bound does not guarantee detection performance in all fading conditions, it is proposed to add an informative note stating that the transmission gap pattern shall be configured such that the UTRAN should reduce transmission gap time distance when cell size increases so as to maximize identification probability.
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				speed =		250		kmph

		item number		item		value (ppm)		comment

		0		error between UE local reference and network reference		0.10		cf. section 6.3 from TS 25.101  , this does not include Doppler

		1		error between network reference and absolute reference		0.05		Absolute frequency error of BS is ususally 0.05ppm,

		2		error between UTRAN target and absolute reference		0.05		cf section 6.3.1 from 25.104

		3		Doppler effect between UE and network reference @ 300km/h		0.23		This is v/c, v = 300km/h, c = speed light in open space.

		4		Doppler effect between UE and UTRAN target @ 300km/h		0.23		same as above

				total max.		0.66		sum of absolute values

				total typ.		0.35		standard deviation
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						1 path 3km/h,		1 path 50km/h,		1 path 120km/h		3 path 3km/h		3 path 50km/h		3 path 120km/h

				Required level (SCH EC_Io (dB))		-14		-19.5		-20.2		-15.8		-17.5		-17.5

				Implementation margin		0.5		1.5		2.5		0.5		1.5		2.5

				Required level (SCH EC_Io (dB)) for intra-frequency test cases		-13.5		-18		-17.7		-15.3		-16		-15

				Inter-frequency implementation margin		3		3		3		3		3		3

				Required level (SCH EC_Io (dB)) for inter-frequency test cases		-10.5		-15		-14.7		-12.3		-13		-12
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