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In document [1] a number of issues regarding CPICH interference were raised. In the following we respond to the issues raised in this document by repeating the text found in [1] along with a response to each item.

1. Ref. [1] Comment: Most studies of the potential incremental capacity gain have been carried out for ideal CPICH cancellation. The assessment of non-ideal CPICH cancellation was based on looking at estimates for the reduction of the cancellation accuracy due to effects such as errors in channel coefficient estimates, frequency drifts, timing errors. However, no assessment of the performance of a real implementation has been studied. Impacts of effects like quantization errors, errors in the cancellation signal due to imperfect finger assignment, limited tracking performance etc. have not been analysed.   

Response: Intel contributions [2,3] submitted to evaluate cancellation accuracy were performed under realistic reception conditions, including such things as quantization errors, limited tracking performance, IQ Mismatch, non-ideal filtering, and other effects. We utilized the simulation assumptions stipulated for frequency, timing, and channel estimation as a minimum, and set up our simulations to model realistic receiver conditions, (as implied in [2,3]). 

2. Ref. [1] Comment: In some multi-path profiles, CPICH cancellation might actually degrade performance, e.g. cases 3 and 6 in RAN4 channel models. These "fat" path cases might lead to wrong estimates of the timing and number of significant echoes (paths). This also depends on the implementation of the Rx filtering. In such a situation, CPICH cancellation can actually hurt if the signal that is to be cancelled is generated incorrectly. We believe that these cases have not been reflected in the results available so far.  

Response: This does not appear to us to be an issue. Intel has simulated Case 3 with realistic time tracking and a realistic representation of the filtering. We have also internally looked at ITU channels which are even more demanding. It is true that the simulations did not include the searcher algorithm as part of the link level simulation, and in fact assumed that you can find the paths. This, however, is a reasonable assumption. While there may be minor transient effects when the searcher first looks for paths, once the paths are found you track them as we have done in our simulations. At times, there may also be pathological cases at very high speeds, but averaged over all the UEs in the cell and averaged over time, this effect should be insignificant with proper implementation. It should also be noted that the non-existent paths that are mistakenly “discovered” by the searcher would generally have relatively weak channel estimates, and can be omitted from the interference mitigation processing.

3. Ref. [1] Comment: The impact of non-ideal CPICH cancellation on the reduction of potential incremental capacity gains on the system level has been extrapolated by looking at the “efficiency” of the CPICH cancellation on the link level, i.e. it was assumed that a certain percentage < 100% of the CPICH signals was cancelled. The percentage was based on link level simulations that covered only part of the impairing effects. This method does not reflect the impact of situations in which cancelling an estimated CPICH actually degrades performance on the system level. 

Response: As mentioned, we have taken into account all of the receiver impairments/imperfections that seemed reasonable. We did this in order to insure to ourselves that there would be no surprises and that performance would be what was expected. Therefore, we have confidence in our efficiency assessment.

4. Ref. [1] Comment: In fully loaded scenarios, CPICH cancellation does not provide the same potential incremental capacity gains then in lightly loaded scenarios because of the smaller fraction of CPICH signal with respect to the total Tx signal in fully loaded scenarios. So in situation where an increase of capacity is needed, CPICH cancellation provides the smallest potential incremental capacity gains. 

Response: This statement implies that the gains reported in [4] were based on non-fully loaded cells, which is not the case. The system level simulations of [2,5] reported in [4] are based on the simulator described in TS 25.942, where the entire network is in the busy hour, i.e., the total capacity of a fully loaded network is being evaluated. This is the appropriate way to evaluate capacity, and not by artificially assuming that all cells are transmitting at maximum possible power, which is a very unlikely scenario.

5. Ref. [1] Comment: Just looking at a non-ideal timing of 1/8th of a chip, the potential link level performance gain is already reduced to 2%-8% in fully loaded scenarios (corresponds to 0.09 dB to 0.33 dB). Further reduction due to the above-mentioned effects in real implementations can be expected. Our educated guess is that realistic gains are anywhere between 0% and 5% (0 dB to 0.2 dB), see also [16].  

Response: As has been previously agreed upon, link level simulations of specific examples are not the appropriate way to evaluate system level capacity. It was agreed that radio network simulations should be used to evaluate capacity, and the link level simulations should be used to interpret the radio network level results, i.e., to understand how much mitigation is feasible relative to ideal mitigation that was assumed by the network level simulations. As far as ref. “[16]” referred to above (listed in [1] as ref [16]), the mitigation accuracy that can be seen there is actually not all that low, despite the fact that the analysis was based on unrealistic and pessimistic assumptions. See [6] for more details.

6. Ref. [1] Comment: The impact of realistic SHO scenarios is also not clear. Some system level simulation results didn’t assume soft handover at all and some were limited to two-way soft handover. 

Response: There are extensive system level simulation results in the study that consider up to 3-way soft-handoff, (Intel and Nokia system level simulation results [2,9]); this was specifically requested by one of the company sources of [1] when the simulation assumptions were being set. In addition, the Nokia results considered up to 6-way soft handoff.

7. Ref. [1] Comment: The estimated complexity in terms of gate count, DSP MIPS, power consumption is not negligible, e.g. 10 mW additional power consumption is a considerable impact. 

Response: 10 mW is about 3 mA for a 3.3 Volt battery, which is not an undue amount. In addition, the 10 mW reported in [4] was derived as an upper limit, including non-Active Set cancellation, for a UE near the edge of the cell who sees and processes many paths, i.e., for the case where the pilot mitigation may be processing a number of paths not being processed in the RAKE. This upper limit of 3 mA needs to be viewed in the context of a power amplifier that puts out up to a couple of hundred mA in transmit power. Looked at in this context, and in the context of the overall Release 5 terminal, the claim that 3 mA will have a “considerable impact” [1] does not seem appropriate. See also [10].

8. Ref. [1] Comment: When demodulation performance was defined implementation margins of 2 dB to 3 dB were assumed for different cases. This is much more that the potential incremental performance gain (up to 0.21 dB). 

Response: It is unclear where the number 0.21 dB comes from, since a number of results reported in [7] for the existing tests were for link gains of 0.3 – 0.4 dB. While it is true that these numbers are somewhat small relative to the margins, making the changes proposed in [8] will guarantee some performance improvement for Release 5 terminals. The modest nature of the proposal for Release 5 provides the vendors the option to simply live with smaller margins, while encouraging the use of improved receiver algorithms.  Either way, the networks will benefit from improved performance.

9. Ref. [1] Comment: The compatibility of CPICH cancellation with other techniques that can be deployed in UMTS networks has not been studied or is at least questionable, e.g. use of beam forming, HSDPA, IPDL. 

Response: The simulations were conducted according to the agreed upon simulation assumptions. No one has yet made the compelling case as to why new additional simulations need to be done, nor indicated what specific simulations scenarios need to be considered.

10. Ref. [1] Comment: In the context of HSDPA, other advanced receiver structures are currently being discussed. If an HSDPA Rel-5 UE would need to support such advanced receiver architectures and CPICH cancellation for voice and conventional data services, two different advanced receiver architectures would need to be implemented in parallel. This would have a considerable additional cost impact that could not be accepted. 
The proposal in [8] makes clear that CPICH interference mitigation would not be mandated by the standard. Rather, any advanced receiver architecture could be used to meet the improved Rel. 5 performance requirements. In fact, what has been proposed for Rel. 5 is a modest improvement that could be met by almost any serious advanced receiver structure. Therefore, the above concern should not be an issue.
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