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1 Introduction

The NR TR [1] currently includes a sub-section on a potential enhancement for the NG interface using IP multicast (agreed from [2]). The rationale for this potential enhancement, so it was claimed, was to reduce CN load and transmission delay [3].
Some additional aspects of this potential enhancement need to be further discussed, and we believe they should be captured in the TR. 
2 Discussion
IP multicast is used to send IP packets to a group of interested receivers in a single transmission (point-to-multipoint); it uses UDP, and it is often used for streaming media. It is, essentially, always used as a UP method. The current text in Sec. 7.2.4.2 of [1], however, suggests it could be also used for NR CP.

There are a few issues which may prevent the adoption of IP multicast to enhance the NG paging procedure or limit its benefits. They are briefly described below.

2.1 NG-C Protocol Stack

SCTP over IP is the agreed transport protocol stack for NG CP (Sec. 7.2.6 of [1]). Implementing the potential multicast paging solution would imply that at least in some cases there would be a “dual stack” for the same NG-AP instance, involving both SCTP and UDP, according to Figure 1 below.
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Figure 1 A sort of "conditional dual stack" for NG CP.

The correct transport protocol would have to be selected case by case, i.e. SCTP would be used in most cases, and UDP would be used only when the NGC decides to use multicast paging. Apart from the fact that such a “dual stack” CP has never been seen before and should therefore be better studied, we see at least two possible drawbacks with this potential solution:

1. In both the gNB and the NGC, protocol stack implementation would be much more complex, given that a sort of “conditional” stack would be introduced according to the specific NG-AP procedure (paging vs. all other procedures) and to the specific state of the logical node (optimized vs. “plain” paging).
2. In current transport networks, UP and CP may be separated and given differentiated treatment simply by looking at the protocol type (e.g. today there is no doubt that UDP belongs to UP). With multicast paging, UDP packets could also carry CP messages. Treating those packets differently from other multicast traffic would likely require to update the deep-packet inspection functionality in all transport network nodes.
Observation 1: Adopting IP multicast for paging would increase implementation complexity in both the gNB and the NGC and require updated deep-packet inspection functionality in the transport network.
2.2 NG-AP Logical Model

One further criticality of multicast paging is that it impacts the logical model so far assumed for NG-AP. Like other CP protocols specified by RAN3, NG-AP follows a 1-1 logical model between the two nodes: up to now each NG-AP message is assumed to be generated and encoded for a specific receiving node.

Observation 2: NG-AP is currently assumed to have a 1-1 logical model: each message is assumed to be generated and encoded for a specific receiving node.
As pointed out in previous discussions in RAN3, when encryption due to security is also factored in, the IP datagrams containing the same type of message sent to different gNBs from the same NGC will be different even if the information they carry is the same. This is clearly different from the typical multicast use case, where identical datagrams are distributed to different receivers. This might, in fact, negate the benefit of multicast delivery unless further optimizations are introduced (e.g. encoding according to the IP multicast group instead of the single receiver – we note this seems out of RAN3 scope).
Observation 3: Unlike other multicast applications, IP datagrams containing the same information (i.e. same NG-AP message, same included information) sent to different gNBs from the same NGC will be different; this may negate the benefit of multicast delivery, and possible mitigations may be out of RAN3 scope.
We believe the above issues and observations would need to be captured in [1]; a TP is therefore provided.

Proposal 1: Discuss and agree the TP in [4] to capture the above issues.
3 Conclusions, Observations, and Proposals
We proposed the following observations on the potential multicast paging solution:
Observation 1: Adopting IP multicast for paging would increase implementation complexity in both the gNB and the NGC and require updated deep-packet inspection functionality in the transport network.
Observation 2: NG-AP is currently assumed to have a 1-1 logical model: each message is assumed to be generated and encoded for a specific receiving node.
Observation 3: Unlike other multicast applications, IP datagrams containing the same information (i.e. same NG-AP message, same included information) sent to different gNBs from the same NGC will be different; this may negate the benefit of multicast delivery, and possible mitigations may be out of RAN3 scope.

We believe they should be captured in [1], so we propose:

Proposal 1: Discuss and agree the TP in [4] to capture the above issues.
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