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1
Introduction
This contribution provides TP for the TR 38.801 based on the discussion in R3-170415. 
2.
Text Proposal for TR 38.801
Beginning of Text Proposal
11
RAN logical architecture for NR
11.1
Functional split between central and distributed unit
11.1.1
General description of split options
In the study item for a new radio access technology, 3GPP is expected to study different functional splits between central and distributed units. E-UTRA protocol stack is taken as a basis for further discussion, with the understanding that the conclusions may need to be revisited, once RAN2 defines the protocol stack for NR. The following functional splits between central and distributed unit are possible, as illustrated in Figure 11.1.1-1.
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Figure 11.1.1-1: Function Split between central and distributed unit

Option 1 (1A-like split)
-
The function split in this option is similar as 1A architecture in DC. RRC is in the central unit. PDCP, RLC, MAC, physical layer and RF are in the distributed unit.

Option 2 (3C-like split)
-
The function split in this option is similar as 3C architecture in DC. RRC, PDCP are in the central unit. RLC, MAC, physical layer and RF are in the distributed unit.

Option 3 (intra RLC split)
-
Low RLC (partial function of RLC), MAC, physical layer and RF are in distributed unit. PDCP and high RLC (the other partial function of RLC) are in the central unit.

Option 4 (RLC-MAC split)
-
MAC, physical layer and RF are in distributed unit. PDCP and RLC are in the central unit.

Option 5 (intra MAC split)
-
RF, physical layer and some part the MAC layer (e.g. HARQ) are in the distributed unit. Upper layer is in the central unit.

Option 6 (MAC-PHY split)
-
Physical layer and RF are in the distributed unit. Upper layers are in the central unit.

Option 7 (intra PHY split)
-
Part of physical layer function and RF are in the distributed unit. Upper layers are in the central unit.

Option 8 (PHY-RF split)
-
RF functionality is in the distributed unit and upper layer are in the central unit.


Flexible functional split
Some of the benefits of an architecture with the deployment flexibility to split and move NR functions between central and distributed units are below:

-
Flexible HW implementations allows scalable cost effective solutions

-
A split architecture (between central and distributed units) allows for coordination for performance features, load management, real-time performance optimization, and enables NFV/SDN

-
Configurable functional splits enables adaptation to various use cases, such as variable latency on transport

The choice of how to split NR functions in the architecture depends on some factors related to radio network deployment scenarios, constraints and intended supported services. Some examples of such factors are:

-
Need to support specific QoS settings per offered services (e.g. low latency, high throughput)

-
Need to support specific user density and load demand per given geographical area (which may influence the level of RAN coordination)

-
Need to be able to function with transport networks with different performance levels, from ideal to non-ideal

The NR design should support the flexibility to move RAN functions between the central unit and distributed unit depending on the factors above, and should be studied.

The support of cascaded functional splits with different split options should not be precluded. A cascaded function split is a deployment with e.g. one intermediate CU and/or DU between a CU and DU pair.

11.1.2
Detailed Description of Candidate Split Options and Justification

11.1.2.1
Option 1 (RRC/PDCP, 1A-like split)

Description: In this split option, RRC is in the central unit. PDCP, RLC, MAC, physical layer and RF are in the distributed unit, thus the entire user plane is in the distributed unit.  
Benefits and Justification:
-
This option allows a separate U-plane while having a centralised RRC/RRM.
-
It may in some circumstances provide benefits in handling some edge computing or low latency use cases where the user data needs to be located close to the transmission point.
Cons:
-
Because of the separation of RRC and PDCP, securing the interface in practical deployments may or may not affect performance of this option.
-
It needs to be clarified whether and how this option can support aggregation based on alternative 3C.
11.1.2.2
Option 2 (PDCP/RLC split)
Option 2-1 Split U-plane only (3C like split)
Description:  In this split option, RRC, PDCP are in the central unit. RLC, MAC, physical layer and RF are in the distributed unit.  
Benefits and Justification: 
-
This option will allow traffic aggregation from NR and E-UTRA transmission points to be centralized.  Additionally, it can facilitate the management of traffic load between NR and E-UTRA transmission points.   
-
Fundamentals for achieving a PDCP-RLC split have already been standardized for LTE Dual Connectivity, alternative 3C. Therefore this split option should be the most straightforward option to standardize and the incremental effort required to standardize it should be relatively small. [U-plane aspect only. C-plane aspect is not justified during the study.]
-
The alignment between LTE-NR tight interworking and functional split may be beneficial at least in user-plane, considering migration.
Option 2-2: In this split option, RRC, PDCP are in the central unit. RLC, MAC, physical layer and RF are in the distributed unit.  In addition, this option can be achieved by separating the RRC and PDCP for the CP stack and the PDCP for the UP stack into different central entities.
Benefits and Justification: 

-
This option will allow traffic aggregation from NR and E-UTRA transmission points to be centralized. Additionally, it can facilitate the management of traffic load between NR and E-UTRA transmission points.
-
This option enables centralization of the PDCP layer, which may be predominantly affected by UP process and may scale with UP traffic load.
-
This option allows a separate U-plane while having a centralised RRC/RRM.
Cons:

-
Coordination of security configurations between different PDCP instances for Option 2-2 needs to be ensured.
11.1.2.3
Option 3 (High RLC/Low RLC Split)

Two approaches based on Real-time/Non Real-time function split are as follows:
Option 3-1 Split based on ARQ
Description:
-
Low RLC may be composed of segmentation functions;
-
High RLC may be composed of ARQ and other RLCfunctions;
This option splits the RLC sublayer into High RLC and Low RLC sublayers such that for RLC Acknowledge Mode operation, all RLC functions may be performed at the High RLC sublayer residing in the central unit, while the segmentation may be performed at the Low RLC sublayer residing in the distributed unit. Here, High RLC segments RLC PDU based on the status reports while Low RLC segments RLC PDU into the available MAC PDU resources.
Benefits and Justification: 

-
This option will allow traffic aggregation from NR and E-UTRA transmission points to be centralized.  Additionally, it can facilitate the management of traffic load between NR and E-UTRA transmission points.

-
This split option may also have better flow control across the split.

-
Centralization gains: ARQ located in the CU may provide centralization or pooling gains.

-
The failure over transport network may also be recovered using the end-to-end ARQ mechanism at CU. This may provide protection for critical data and C-plane signaling.

-
DUs without functions of RLC may handle more connected mode UEs as there is no RLC state information stored and hence no need for UE context.
-
This option may provide an efficient means for implementing integrated access and backhaul to support self-backhauled NR TRPs.

NOTE:
As part of the analysis with RAN2, there is no consensus on the following benefits and drawbacks from RAN2 point of view.
Benefits and Justification: 

-
This option may have the advantage of being more robust under non-ideal transport conditions because the ARQ and packet ordering is performed at the central unit.
-
It may reduce processing and buffer requirements in DU due to absence of ARQ protocol
-
Could be used over multiple radio legs of different DUs for higher reliability (U-Plane and C-Plane) [Pending to multi-connectivity] 
-
This option may provide an efficient way for implementing intra-gNB RAN-based mobility.
Cons:
-
Comparatively, the split is more latency sensitive than the split with ARQ in DU, since re-transmissions are susceptible to transport network latency over a split transport network.
Option 3-2 Split based on TX RLC and RX RLC
Description:
-
Low RLC may be composed of transmitting TM RLC entity, transmitting UM RLC entity, a transmitting side of AM and the routing function of a receiving side of AM, which are related with downlink transmission.

-
High RLC may be composed of receiving TM RLC entity, receiving UM RLC entity and a receiving side of AM except the routing function and reception of RLC status report, which are related with uplink transmission.
Transmitting: Tx RLC receives RLC SDU from PDCP and transmits these packets under the format indicator of MAC.As soon as RLC receives the PDU request from MAC, RLC must assemble the MAC SDU under the format indicator of MAC and submit the MAC SDU to MAC. In order to adapt the transport network between CU and DU, it is critical that Tx RLC is placed in DU.
Receiving: Routing receives RLC PDU from MAC and judges CONTROL PDU/DATA PDU, then submits DATA PDU to Rx RLC and CONTROL PDU to Tx RLC. When PDCP/RLC reestablishment procedure is triggered, placing Rx RLC in CU is critical in order to real-timely deliver data packets to PDCP.
Benefits and Justification: 

Option3-2 not only is insensitive to the transmission network latency between CU and DU, but also uses interface format inherited from the legacy interfaces of PDCP-RLC and MAC-RLC. Some benefits of Option3-2 are as follows:
-
This option will allow traffic aggregation from NR and E-UTRA transmission points to be centralized.  Additionally, it can facilitate the management of traffic load between NR and E-UTRA transmission points.

-
Flow control is in the CU and for that a buffer in the CU is needed. The TX buffer is placed in the DU, so that the flow controlled traffic from the CU can be buffered before being transmitted. Flow control can be done depending on fronthaul conditions
-
As Rx RLC is placed in CU, there is no additional transmission delay of PDCP/RLC reestablishment procedure when submitting the RLC SDUs to PDCP
-
This option does not induce any transport constraint, e.g. transport network congestion. MAC submits RLC PDUs as a whole packet to RLC rather than RLC sending RLC SDUs to PDCP.
Cons:
-
Compared to the case where RLC is not split, STATUS PDU of AM Rx RLC may lead to additional time delay. Because STATUS PDU must be submitted through PDCP-Tx RLC interface from CU to DU before Tx RLC in DU transmits it over air interface, which may lead to additional transport delay. 
-
Due to performing flow control in the CU and RLC Tx in the DU two buffers are needed for transmission, one at the CU, which allows to flow control data submission to the RLC Tx, and one at the DU in order to perform RLC TX

11.1.2.4
Option 4 (RLC-MAC split)

Description:  In this split option, RRC, PDCP and RLC are in the central unit.MAC, physical layer and RF are in the distributed unit.  
Benefits and Justification: In the context of the LTE protocol stack a benefit is not foreseen for option 4. This might be revised with NR protocol stack knowledge.
11.1.2.5
Option 5 (intra MAC split)

Description:
Option 5 assumes the following distribution:
-
RF, physical layer and lower part of the MAC layer (Low-MAC) in the Distributed Unit
-
Higher part of the MAC layer (High-MAC), RLC and PDCP in the Central Unit
Therefore by splitting the MAC layer into 2 entities (e.g. High-MAC and Low-MAC), the services and functions provided by the MAC layer will be located in the Central Unit (CU), in the Distributed Unit (DU), or in both. An example of this distribution and its justification is given below.
In High-MAC sublayer:

The centralized scheduling in the High-MAC sublayer will be in charge of the control of multiple Low-MAC sublayers. It takes high-level centralized scheduling decision.
The inter-cell interference coordination in the High-MAC sublayer will be in charge of interference coordination methods such as JP/CS CoMP.
In Low-MAC sublayer:

Time critical functions in the Low-MAC sublayer include the functions with stringent delay requirements (e.g. HARQ) or the functions where performance is proportional to latency (e.g. radio channel and signal measurements from PHY, random access control). It reduces the delay requirements on the fronthaul interface.

Radio specific functions in the Low-MAC sublayer can for perform scheduling-related information processing and reporting. It can also measure/estimate the activities on the configured operations or the served UE’s statistics and report periodically or as requested to the High-MAC sublayer.
Depending on the different implementations of the intra-MAC functional split, the following pros and cons can be defined:
Benefits and Justification: 

-
This option will allow traffic aggregation from NR and E-UTRA transmission points to be centralized.  Additionally, it can facilitate the management of traffic load between NR and E-UTRA transmission points.

-
Reduce the bandwidth needed on fronthaul, dependent on the load of RAN-CN interface;
-
Reducing latency requirement on fronthaul (if HARQ processing and cell-specific MAC functionalities are performed in the DU);
-
Efficient interference management across multiple cells and enhanced scheduling technologies such as CoMP, CA, etc., with multi-cell view;
Cons:

-
Complexity of the interface between CU and DU;
-
Difficulty in defining scheduling operations over CU and DU;
-
Scheduling decision between CU and DU will be subject to fronthaul delays, which can impact performances in case of non-ideal fronthaul and short TTI;
-
Limitations for some CoMP schemes (e.g. UL JR).
11.1.2.6
Option 6 (MAC-PHY split)

Description: The MAC and upper layers are in the central unit (CU). PHY layer and RF are in the DU. The interface between the CU and DUs carries data, configuration, and scheduling-related information (e.g. MCS, Layer Mapping, Beamforming, Antenna Configuration, resource block allocation, etc.) and measurements.
Benefits and Justification:
-
This option will allow traffic aggregation from NR and E-UTRA transmission points to be centralized.  Additionally, it can facilitate the management of traffic load between NR and E-UTRA transmission points.

-
This option is expected to reduce the fronthaul requirements in terms of throughput to the baseband bitrates as the payload for Option 6 is transport block bits.
-
Joint Transmission is possible with this option as MAC is in CU.
-
Centralized scheduling is possible for Option 6 as MAC is in CU.

-
It allows resource pooling for layers including and above MAC.
Cons: 
-
This split may require subframe-level timing interactions between MAC layer in CU and PHY layers in DUs. Round trip fronthaul delay may affect HARQ timing and scheduling.
11.1.2.7
Option 7 (intra PHY split)

Description: Multiple realizations of this option are possible, including asymmetrical options which allow to obtain benefits of different sub-options for UL and DL independently (e.g. Option 7-1 is used in the UL and  Option 7-2 is used in the DL). A compression technique may be able to reduce the required transport bandwidth between the DU and CU.

In the UL, FFT, and CP removal reside in the DU. Two sub-variants are described below. Remaining functions reside in the CU. 

In the downlink, iFFT and CP addition reside in the DU. Three sub-variants are described below. The rest of the PHY resides in the CU.

Benefits and Justification (common among Option 7-1, 7-2 and 7-3):
-
This option will allow traffic aggregation from NR and E-UTRA transmission points to be centralized.  Additionally, it can facilitate the management of traffic load between NR and E-UTRA transmission points.

-
These options are expected to reduce the fronthaul requirements in terms of throughput.

-
Centralized scheduling is possible as MAC is in CU. e.g. CoMP

-
Joint processing (both transmit and receive) is possible with these options as MAC is in CU.

Cons: 
-
This split may require subframe-level timing interactions between part of PHY layer in CU and part of PHY layer in DUs. 
Option 7-1

Description:
In the UL, FFT, CP removal and possibly PRACH filtering functions reside in the DU, the rest of PHY functions reside in the CU.  The details of the meaning of PRACH filtering need to be clarified.   

In the DL, iFFT and CP addition functions reside in the DU, the rest of PHY functions reside in the CU.

Benefits and Justification:
-
Allows the implementation of advanced receivers
Option 7-2

Description:
In the UL, FFT, CP removal, resource de-mapping and possibly pre-filtering functions reside in the DU, the rest of PHY functions reside in the CU.   The details of the meaning of pre-filtering need to be clarified.   

In the DL, iFFT, CP addition, resource mapping and precoding functions reside in the DU, the rest of PHY functions reside in the CU.

It is a requirement that both options allow the optimal use of advanced receivers.
Option 7-3 (Only for DL)
Description:
Only the encoder resides in the CU, and the rest of PHY functions reside in the DU. 

Benefits and Justification
-
This option is expected to reduce the fronthaul requirements in terms of throughput to the baseband bitrates as the payload for Option 7-3 is encoded data.
11.1.2.8
Option 8 (PHY-RF split)

Option 8 allows to separate the RF and the PHY layer. This split permits centralisation of processes at all protocol layer levels, resulting in very tight coordination of the RAN. This allows efficient support of functions such as CoMP, MIMO, load balancing, mobility.
Benefits and Justification:
-
This option will allow traffic aggregation from NR and E-UTRA transmission points to be centralized.  Additionally, it can facilitate the management of traffic load between NR and E-UTRA transmission points.

-
High levels of centralization and coordination across the whole protocol stack, which may enable a more efficient resource management and radio performance
-
Separation between RF and PHY enables to isolate the RF components from updates to PHY, which may improve RF/PHY scalability
-
Separation of RF and PHY allows reuse of the RF components to serve PHY layers of different radio access technologies (e.g. GSM, 3G, LTE)
-
Separation of RF and PHY allows pooling of PHY resources, which may enable a more cost efficient dimensioning of the PHY layer
-
Separation of RF and PHY allows operators to share RF components, which may reduce system and site costs
Cons: 
-
High requirements on fronthaul latency, which may cause constraints on network deployments with respect to network topology and available transport options
-
High requirements on fronthaul bandwidth, which may imply higher resource consumption and costs in transport dimensioning (link capacity, equipment, etc)
11.1.2.9
Void


	
	

	

	

	

	

	

	

	

	

	


	
	
	
	
	

	
	
	

	
	
	

	
	
	
	

	
	
	
	
	
	

	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	

	
	

	


	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	








11.1.3
Architectural and specification aspects
Editor’s note: This chapter should at least handle the following questions: (1) How many splits will be specified and supported by open interfaces? (2) Will the tight LTE/NR interworking case effect the number of functional split options? (3) What is the granularity of the Centralized Unit – Distributed Unit functional split? (4) What is the reconfiguration dynamicity of the network functional split?.

11.1.3.1
Number of split options to be specified and supported by open interface
There are transport networks with performances that vary from high transport latency to low transport latency in the real deployment. 3GPP specifications should try to cater for these types of transport networks. For transport network with higher transport latency, higher layer splits may be applicable. For transport network with lower transport latency, lower layer splits can also be applicable and preferable to realize enhanced performance (e.g. centralized scheduling). Thus, preferable option would be different between different types of transport networks (ranging from lower layer split for transport networks with lower transport latency to higher layer split for transport networks with higher transport latency). Furthermore, within lower layer split discussion, there are both demands to reduce transport bandwidth and demands to support efficient scheduling and advanced receivers.
Editor’s note: The decision for the number of specified options should be made before moving to the WI phase based on the study results. RAN3 should focus on Option 2 and/or Option 3 for higher layer split options, and focus on other than Option 8 for lower layer split options. But specification aspects should be assessed before actually deciding.
The Option 8 has been available in today deployment based on a de facto standard from a forum other than 3GPP, 3GPP should not attempt to specify this option 8.
11.1.3.2
Implications of LTE/NR tight interworking
LTE <-> NR interworking is mainly based on Dual-Connectivity-like mechanisms. Such approach does not imply any particular functional split. The requirement that could be extrapolated by the LTE-NR tight interworking requirement is that of allowing aggregation of PDCP functionalities, in case of split bearers. 
11.1.3.3
Granularity of the Functional Split
Some possible options for the granularity of the CU/DU functional split are listed below:
-
Per CU: each CU has a fixed split, and DUs are configured to match this.
-
Per DU: each DU can be configured with a different split. The choice of a DU split may depend on specific topology or backhaul support in a given area.
NOTE 1:
For 2 cases above, one possible way would of course be through configuration. Alternatively the split could be “negotiated” taking into account capabilities of the two units, and deployment preference e.g. based on backhaul topology.
-
Per UE: different UEs may have different service levels, or belong to different categories, that may be best served in different ways by the RAN (e.g. a low rate IOT-type UE with no need for low latency does not necessarily  require higher layer functions close to the RF).
-
Per bearer: different bearers may have different QOS requirements that may be best supported by different functionality mapping. For example, QCI=1 type bearer requires low delay but is not SDU error sensitive, while eMBB may not be delay sensitive but has challenging requirements on throughput and SDU error rate.
-
Per slice: it is expected that each slice would have at least some distinctive QOS requirements. Regardless of how exactly a slice is implemented within the RAN, different functionality mapping may be suitable for each slice.
From above, Per CU and Per DU options pertain to flexibility of network topology, and should be straightforward to support. Whether procedures are required to handle the initial configuration (or O&M is relied upon) may be further considered. Note that in the Per DU option, one CU may need to support different split levels in different interfaces, which is not the case in the Per CU option.
Further granularity (Per UE, Per bearer, Per slice) requires analysis and justification based on QOS and latency requirements. Note that the Per UE, Per bearer and Per slice options imply that a particular instance of the interface between CU/DU would need to support simultaneously multiple granularity levels on user plane.
NOTE 1:
The baseline is CU based or DU based. If there are demands to have finer granularity (e.g. Per UE,Per bearer, Per slice), justification should be made clear first.
11.1.3.4
Reconfiguration dynamicity of the functional split
Dynamicity implies that the protocol distribution and the interface between the CU and DU need to be reconfigured. If the switching only occur in CU-DU setup procedure, the interface design will not be influenced largely as the split option will not be changed during operation. If the switching occurs during operation, there will be impact on complexity of interface.
11.1.3.5
Standardization of Centralized RRM Functions
Most if not all of the defined functional splits allow for having RRM functions like Call Admission Control and Load balancing in the CU controlling multiple DUs. This allows for the potential of increased efficiency in inter-cell coordination for RRM functions like the coordination of interference management, load balancing and Call Admission Control.

However that efficiency can only be realized if the CU can have reliable and accurate understanding of the current environment at the DU which can include issues beyond just radio conditions, but can include current processing capabilities, or in the case of wireless or mesh backhauling help in determining current terrestrial capacity. We in RAN3 have been dealing with issues like this since Release 99 in UMTS and in LTE (a big example is load reporting, but there are others). 

11.1.3.6
Standardization Issues with Centralized scheduling Options
Functional split Option 5, Option 6, Option 7 and Option 8 allow for scheduling of data transmission in the CU.

Having centralized scheduling can provide benefit particularly for interference management and coordinated transmission in multiple cells (like soft handover in UMTS, or CoMP in LTE). However this requires the CU to have an even better understanding of the state of the DU radio conditions than for CAC and other centralized RRM functions.

It also requires either very low latency/jitter transport or sufficiently tight coordination of timing and reception of user plane data (one solution is the window mechanism used on the UP in UMTS), but this can be challenging particularly for lower latency use cases in NR.

Centralization of RAN functions has strong potential for some benefits such as reduced cost, improved scalability, more efficient inter-cell coordination for interference management as well as improved mobility in ultra-dense deployments.

11.1.3.7
Transmission of RRC message over the CU-DU link
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Figure 11.1.3.7-1: Transmission of RRC message between the CU and the UE via the DU

The RRC related functions should be located in the CU for all functional split options. The RRC message between the gNB and the UE should be transferred through the interface between the CU and the DU as illustrated in Figure 11.1.3.7-1. RRC messages could require a differentiated transport between CU and DU compared to data transport, e.g. in terms of robustness and delay. Some possible options to convey RRC message can be considered, e.g. by using SRB or DRB.

11.1.3.8
CU-DU specification aspects
Architectural aspects
The architecture of gNB with CU and DUs is shown in Figure 11.1.3.8-1. Fs-C and Fs-U provide C-plane and U-plane over Fs interface, respectively.

In this architecture, CU and DU can be defined as follows.
Central Unit (CU): a logical node that includes the gNB functions as listed in section 6.2 excepting those functions allocated exclusively to the DU. CU controls the operation of DUs.
Distributed Unit (DU): a logical node that includes, depending on the functional split option, a subset of the gNB functions. The operation of DU is controlled by the CU.
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Figure 11.1.3.8-1: gNB architecture with CU and DUs
11.1.4
Transport network aspects
11.1.4.1
General
This section summarizes transport network requirements of different functional splits.
NOTE 1:
It is understood that RAN3 has no intention to specify any transport network.
11.1.4.2
Transport network requirements for an example RAN architecture for NR
According to TR 38.913 [5], the NR shall support up to 1GHz system bandwidth, and up to 256 antennas. A calculation relative to one of several possible transport deployments applied to a possible RAN architecture example shows that transmission between base band part and radio frequency part requires a theoretical maximum bitrate over the transport network of about 614.4Mbps per 10MHz mobile system bandwidth per antenna port.

When the system bandwidth is increasing as well as the number of antenna ports, the required bitrate is linearly increasing. An example with rounded numbers is shown in the following table. Note that the figures in Table 11.1.4.2-1 are a maximisation of the needed bandwidth per number of antenna ports and frequency bandwidth.
Table 11.1.4.2-1 Examples of maximum required bitrate on a transmission link for one possible PHY/RF based RAN architecture split
	Number of Antenna Ports
	Frequency System Bandwidth

	
	10 MHz
	20 MHz
	200 MHz
	1GHz

	2
	1Gbps
	2Gbps
	20Gbps
	100Gbps

	8
	4Gbps
	8Gbps
	80Gbps
	400Gbps

	64
	32Gbps
	64Gbps
	640Gbps
	3200Gbps

	256
	128Gbps
	256Gbps
	2560Gbps
	12800Gbps


NOTE 1:
Peak bitrate requirement on a transmission link = Number of BS antenna elements * Sampling frequency (proportional to System bandwidth) * bit width (per sample) + overhead. The calculation is made for sampling frequency of 30.72 Mega Sample per second for each 20MHz and for a Bit Width equal to 30.
End of Text Proposal
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