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1 Introduction

The WID [1] for feD2D includes the following RAN3-related objective on mobility and service continuity:

· Study path selection/switch between the cellular link (Uu air interface) and relay link and provide service continuity and QoS [RAN2, RAN3].

This contribution addresses the following:

· Which mobility functions are relevant for evolved ProSe UE-to-Network relaying?

· Which principles for mobility should apply, e.g. which node controls the path selection/switch and mobility?

· Is there any impact from UE mobility on evolved ProSe UE-to-Network relaying and vice versa, e.g. when a Remote UE performs a path switch or when handover is performed of the Relay UE?

· Are there any existing E-UTRAN functions and procedures to reuse to provide service continuity also for the evolved ProSe UE-to-Network relaying?

· Which level of service continuity do we expect, e.g. is there any impact on QoS because of a UE being subject to relaying related mobility, e.g. switched to UE-to-Network Relay?
2 Discussion
2.1 Principles for Mobility
Figure 1 below illustrates a Remote UE which control and user plane are both being routed via a Remote UE, using Evolved ProSe UE-to-Network Relay. In a companion contribution [3] we draw the conclusions that both the Remote UE and the Relay UE are in RRC_CONNECTED. As also observed in [3], as the Evolved ProSe UE-to-Network Relay is a layer 2 relay it is contained within the Access Stratum, and thus mainly E-UTRAN on the network side.

In RRC_CONNECTED mode, mobility is controlled by E-UTRAN, which is also is responsible for maintaining the QoS of the bearers (E-RABs) for a UE as requested from the MME. E-UTRAN may also request that an E-RAB shall be released, e.g. because it does not survive a handover.
Observation 1: Today E-UTRAN is responsible for maintaining the QoS for an established bearer.

Observation 2: Today E-UTRAN also has the possibility to request the release of a bearer, e.g. due to a mobility event.
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Figure 1 Typical evolved ProSe UE-to-Network relaying scenario.
Today E-UTRAN provides service continuity for a connected UE in mobility, based on measurement reporting; the functionality includes packet forwarding. Moreover, the P-GW is currently an anchor point for mobility (also toward non-3GPP access), which means for example that the IP configuration and IP point of presence is maintained during mobility. An E-UTRAN-controlled, layer-2 based evolved ProSe UE-to-Network Relay can leverage from these existing mobility principles.

The design of mobility procedures depends of course highly on the requirements for service continuity. In [2], there are requirements on Indirect 3GPP Communication related to mobility and service continuity, as follows:
The 3GPP system shall be able to support the change for an Evolved ProSe Remote UE from a direct 3GPP communication to an Indirect 3GPP Communication and vice-versa.

NOTE:
Potential reasons for changing could be to achieve better QoS or battery efficiency, as well as either the Evolved ProSe Remote UE or Evolved ProSe UE-to-Network Relay moving in or out of E-UTRAN coverage.

The 3GPP network shall be able to ensure service continuity when the Evolved ProSe Remote UE changes from a direct 3GPP communication to an Indirect 3GPP Communication and vice-versa. [2]
However, nothing is stated about the level of service continuity required during the change of a Remote UE between direct and indirect communication paths. For example, service continuity implies that the user does not notice any change, for example during a voice call. 

In Rel-13 ProSe UE-to-Network relaying, no true service continuity is provided (although service continuity was briefly discussed [4]), since the IP address of the Relay UE is used when the Remote UE is connected via the Relay UE. Indeed, the Public Safety application (MCPTT) will control the switching on the application layer to overcome this.

While there are no strict requirements, we expect that the evolved, layer 2-based, E-UTRAN-controlled relay solution should enable a better service continuity during mobility than the Rel-13 ProSe UE-to-Network Relay. For example:

· The IP address of the Remote UE is preserved: Since the Remote UE will still use the same P-GW, it will also use the same IP configuration and point of presence when switching between direct and indirect path. This means that the application does not need to take any actions due to change of IP address;

· Using the handover procedure during path switch for the Remote UE, including packet forwarding, typically significantly reduces packet loss and delay, compared with a Remote UE-controlled pure disconnect/reconnect approach.

We can therefore make the following observations:

Observation 3: Mobility functions in E-UTRAN, such as handover are used to maintain the Quality of Service (QoS) as requested by EPC.

Observation 4: As a layer-2 relay is managed by E-UTRAN, typically transparently from the EPC, the QoS requested by EPC would need to be maintained also for a UE acting as a Remote UE connected via Evolved ProSe-UE-to-Network relaying.

Observation 5:
A layer-2 based evolved ProSe UE-to-Network relay can leverage existing mobility principles, such as handover based on measurement reporting, including packet forwarding, and IP address preservation.
As E-UTRAN is responsible for maintaining QoS for an established bearer, it is natural to consider the path switch for a remote UE as an E-UTRAN controlled, but UE assisted, mobility function. 

The starting point would be that the eNB controls mobility as well as the switch between paths. Already today, there may be exceptional cases when this is not possible, e.g. after RLF and a UE performing re-establishment via a relay UE, or when the Remote UE is out of coverage. In those cases, the level of service continuity is typically reduced.

Observation 6: The main principle of network-controlled mobility in RRC_CONNECTED should be maintained also for UEs participating in evolved ProSe UE-to-Network relay. This includes switching to/from/between the relayed path(s).

Observation 7: There will be cases when the above is not possible and service continuity level and QoS cannot be maintained.

In Figure 1 we have illustrated a serving eNB for the Remote UE and another serving eNB for the Relay UE. If we have a mechanism to relay the control plane of a Remote UE (in addition to the user plane), as identified in [2], there is little need of having both the relay path and the Uu path simultaneously established.

Thus, the serving eNB of the Remote UE can always be the same as the serving eNB of the Relay UE, which has no RAN3 impact. We therefore propose:

Proposal 1: Scenarios where the Remote UE and the Relay UE are both served by the same eNB have no RAN3 impact.

 The two UEs may in fact have different serving eNBs before relaying is activated. In that case, we already have a procedure to relocate a UE context from a source eNB to a target eNB while at the same time change the radio path between those eNBs – the handover procedure. For example, to relocate a UE context while at the same time changing the path to/from the indirect communication, it might be beneficial to investigate extending the handover procedure. This aspect might be further studied.

Nevertheless, we can make the following observation:

Proposal 2: It might be beneficial to investigate extending the handover procedure, in some scenarios, to change between direct path and indirect (relayed) path, while optionally relocate a UE context from one eNB to another.

During an inter-eNB handover, the target eNB decides the resulting configuration for the UE, including which bearers that remains after the handover. The same principle can be used for evolved ProSe UE-to-Network relay. For example, the eNB should have the possibility to indicate a release of a set of bearers which do to survive the switch to use the relayed path. The criteria for doing so does not need to be standardised. We propose:

Proposal 2: The eNB should have the possibility the release a bearer which does not survive the switch to/from/between the relayed path(s).

The above proposal implies that there is a mechanism to release a bearer if its QoS level cannot be guaranteed during evolved ProSe UE-to-Network relaying.

Observation 8: The eNB may release a bearer which has a QoS level which cannot be guaranteed during evolved ProSe UE-to-Network relaying.

3 Conclusions and Proposals
In this paper we have presented some considerations on service continuity and mobility for evolved ProSe UE-to-network relaying, and some possible RAN3 impacts. Our proposals are summarized below.
Proposal 1: Scenarios where the Remote UE and the Relay UE are both served by the same eNB have no RAN3 impact.
Proposal 2: It might be beneficial to investigate extending the handover procedure, in some scenarios, to change between direct path and indirect (relayed) path, while optionally relocate a UE context from one eNB to another.

Proposal 3: The eNB should have the possibility the release a bearer which does not survive the switch to/from/between the relayed path(s).
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