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1
Introduction
Last RAN3 meeting agreed the requirements and assumptions for high reliability low latency services (URLLC). The contribution discussed the possible solution to meet the low latency from RAN3 perspective. 
2
Detailed analysis

URLLC requires the 1ms end-to-end latency. The end-to-end latency consists of the latency in the air interface, and the latency between the AN and the application server. While RAN1 and RAN2 are discussing possible solutions to reduce the latency over the air interface, it is necessary for RAN3 to study the possible solutions to reduce the latency between AN and the CN. Local breakout in current LTE system can reduce the latency between the RAN and AN, by offloading the user plane traffic to local network without traversing the operator’s core network. 
This contribution considers following potential requirements from SA1 TR22.862 ([3]):
[PR 5.2.3-006] The 3GPP system shall support low latency and high throughput (100 Mbps) even in the high mobility scenario (e.g. up to 120 km/h).

[PR 5.2.3-007] The 3GPP system shall support service continuity in the high mobility scenario.

[PR 5.2.3-010] The 3GPP system shall support low end-to-end latency ranging from 1 ms up to 10 ms [3] even in the high mobility scenario.

2.1 
Local breakout in LTE
Current LTE supports two types of local breakout
. 
· Local IP Access (LIPA)

This function is for HeNB, which allows a UE access IP capable entities in the same residential/enterprise IP network without the user plane traversing the mobile operator's network. The HeNB has a collocated L-GW. The mobility of the LIPA PDN connection is not supported. The LIPA connection is always released at outgoing handover as described in TS 23.401 [17]. The L-GW function in the HeNB triggers this release over the S5 interface. In addition, only default bearer is supported. 
· SIPTO at the Local Network (SIPTO@LN)

This function is for eNB and HeNB, which allows an IP capable UE connected via a (H)eNB to access a defined IP network (e.g. the Internet) without the user plane traversing the mobile operator's network. This function either uses the L-GW collocated in the (H)eNB, or a standalone GW. The mobility of the local PDN connection is not supported. The local PDN connection is released subsequent to handover completion, except when standalone GW is used and both source (H)eNB and target (H)eNB belong to the same local home network. In addition, only default bearer is supported.
Due the no mobility support (or limited mobility support in standalone GW case), and no support for dedicated bearer, current local breakout cannot meet URLLC requirements.  
Observation: LIPA or SIPTO@LN based local breakout solution cannot meet the requirement of URLLC. 
2.2 
Local Breakout in NR
URLLC requires high reliability and low latency. SA2 TR23.799 ([2]) has captured the solution to support local breakout with an UP-GW branching function. The example is shown as below:
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Figure 6.4.13.1-3: Multi-homed PDU Session: access to local DN

A PDU Session may be associated with one or multiple IPv6 prefixes or IPV4 addresses. The latter case is referred to as multi-homed PDU Session and is described in above figure. In this case, the PDU Session provides access to the Data Network via two separate IP anchors. The two user plane paths leading to the IP anchors branch out of a "common" UP-GW referred to as "branching point". The branching point is a logical functionality which may be co-located with other entities (e.g., a UP-GW for one of the IP anchors). The branching point functionality ensures that uplink packets take the appropriate path based on the UE's source address or other header fields. The branching point is a Core functionality as it has to enforce APN AMBR and charging. It enforces split of UL traffic from the UE (forwarding the traffic towards the different IP anchors) and merge of DL traffic to the UE (merging the traffic from the different IP anchors towards the link towards the UE). 
The "branching point" is configured as a mobility anchor that spreads the UL traffic between the IP anchors based on the Source Prefix of the PDU (selected by the UE based on policies received from the network). This corresponds to Scenario 1 defined in IETF RFC 7157 "IPv6 Multihoming without Network Address Translation". This allows to make the "Common UP-GW" unaware of the routing tables in the Data Network and to keep the first hop router function in the IP anchors.

The multi-homed PDU Session may be used to support make-before-break service continuity. The multi-homed PDU session may also be used to support cases where UE needs to access both a local service (e.g. Mobile Edge Computing server) and the Internet, illustrated in Figure 6.4.4.1-3. Access to local services may also be realized using the same address/prefix as for other services. In this case, the branching point may use filtering criteria other than the source IP address for uplink traffic. 

A branching point for a given session may be inserted or removed by the control plane on demand. For example, when a session is first created initially with a single address/prefix, no branching point is needed. When a new address/prefix is added to the session, a branching point may be inserted. After the release of the additional addresses/prefixed, the branching point may be removed by the control plane when there is only a single address/prefix for the session.

Considering the location of the Local Branching Function and UP-GW, there maybe two possibilities (which is similar to SIPTO@LN): 
· Standalone Local Branching Function and UP-GW
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Figure 1 – Local breakout with standalone Branching Function and UP-GW
NOTE: it is FFS whether the local Branching Function and UP-GW have the same functions as the Branching Function and UP-GW in the Core network.

To support the mobility, the information of the Local Branching Function/Local UP-GW will be transferred to the target gNB. The Local Branching Function/Local UP-GW will be relocated if the target gNB is located out of the optimal service area.
· Collocated Local Branching Function and UP-GW
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Figure 2 – Local breakout with collocated UP-GW in gNB
NOTE: it is FFS whether the local Branching Function and UP-GW have the same functions as the Branching Function and UP-GW in the Core network.

To support the mobility, the Local Branching Function/Local UP-GW will be relocated, resulting to a “X2 handover with S-GW relocation”. This procedure will need some information exchange from AN to CN in order to synchronize gNB handover procedure with the CN controlled Branching Function relocation.
Proposal 1: capture the two options in the TR38.801 to address the low latency issue.  
4
Summary
This contribution analyzed the possible solutions to meet the low latency requirements. Our proposals are
Observation: LIPA or SIPTO@LN based local breakout solution cannot meet the requirement of URLLC. 

Proposal 1: capture the two options in the TR38.801 to address the low latency issue.  
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Ultra-Reliable and Low Latency Communications
NR supporting Ultra-Reliable and Low Latency Communications may support end-to-end latency of 1ms as specified in in TR 22.862 [4]. End-to-end latency is defined as the latency between the UE and the application server.

Local Breakout enables an UE access a local network without the user plane traversing the mobile operator’s core network. Local Breakout can be used to support the ultra-latency communication. A multi-homed PDU Session is associated with multiple IPv6 prefixes or IPV4 addresses. The PDU Session provides access to the Data Network via two separate IP anchors. The multiple user plane paths leading to the IP anchors branch out of a "common" UP-GW referred to as "branching point". The branching point is a logical functionality which may be co-located with other entities (e.g., a gNB, a UP-GW for one of the IP anchors). The branching point functionality ensures that uplink packets take the appropriate path based on the UE's source address or other header fields. The branching point enforce APN AMBR and charging. It enforces split of UL traffic from the UE (forwarding the traffic towards the different IP anchors) and merge of DL traffic to the UE (merging the traffic from the different IP anchors towards the link towards the UE). Considering the location of the Local Branching Function and UP-GW, there maybe two possibilities: 
· Standalone Local Branching Function and UP-GW
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Figure 1 – Local breakout with standalone Branching Function and UP-GW
NOTE: it is FFS whether the local Branching Function and UP-GW have the same functions as the Branching Function and UP-GW in the Core network.

To support the mobility, the information of the Local Branching Function/Local UP-GW will be transferred to the target gNB. The Local Branching Function/Local UP-GW will be relocated if the target gNB is located out of the optimal service area.
· Collocated Local Branching Function and UP-GW
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Figure 2 – Local breakout with collocated UP-GW in gNB
NOTE: it is FFS whether the local Branching Function and UP-GW have the same functions as the Branching Function and UP-GW in the Core network.

To support the mobility, the Local Branching Function/Local UP-GW will be relocated, resulting to an handover with UP-GW relocation. This procedure will need some information exchange from AN to CN in order to synchronize gNB handover procedure with the CN controlled Branching Function relocation.
� SIPTO above RAN is not considered as local breakout in current discussion paper, since the user traffic still traverses the S-GW/P-GW in the core network, even the S-GW/P-GW are close to RAN. 
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